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Atomistic simulation together with micromechanical analysis was employed to 

model the Young’s modulus of graphene/epoxy nanocomposites. The nanocomposites 

containing pristine graphene, carboxyl (COOH)-functionalized graphene, and COOH- 

and amine (NH2)-functionalized graphene were considered in the simulation. In order to 

characterize the mechanical behaviors of graphene/epoxy nanocomposites, an ideal 

atomistic nanocomposite model was constructed. Based on the molecular dynamic 

simulation, the moduli of the atomistic nanocomposites were then evaluated from uniaxial 

tensile loading. Through the equivalence of the deformed energy in the atomistic model 

and continuum finite element model, the effective properties of a continuum graphene in 

the nanocomposites were derived. The effect of atomistic interaction between atomistic 

graphene and the surrounding epoxy was embedded in the effective properties of the 

graphene. Subsequently, the Young’s moduli of nanocomposites with randomly oriented 

graphene were modeled from the Mori–Tanaka micromechanical model. The results 

indicated that the COOH- and NH2-functionalized graphene nanocomposite exhibited 

superior mechanical properties to those of the other two material systems. Moreover, the 

model predictions were in good agreement with the experimental data. 
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The layers of unidirectional (UD) continuous fiber-reinforced composites (FRC) are 

usually considered to be transversely isotropic material. The approach is based on the 

assumption that the fibers are distributed regularly in perfect hexagonal pattern in the 

plane transverse to fiber direction and that all fibers have the same cylindrical shape and 

diameter. However, both the distribution and fiber shape in real material samples are 

always irregular, which can lead to significant difference in the predicted elasticity 

properties when using either analytical approaches, such as simple rule of mixtures or 

homogenization techniques, or numerical approaches using periodical unit cell models. 

The only parameter that plays role in this analysis in case of the regular distribution is the 

fiber volume content (or ratio). 

Therefore, a new parameter ϒ is proposed in this work to describe the degree of 

irregularity (DOI) of the spatial distribution in the composite transverse plane (cross-

section). It is calculated on a representative volume element (RVE), representing either 

periodical or non-periodical unit cell of the material structure. The value of this parameter 

is influenced by variation of fiber diameters, misplaced fiber positions, missing or 

additional fibers, and it is rotation independent. It is defined as sum over all fibers in RVE 

of squared differences between areas of intersection (AOI) of group of fibers between 

irregular and regular distributions normalized by cell dimensions (size). 

Various random geometries of periodical unit cell (PUC) having different distribution of 

fibers but keeping the same FVC are generated using pseudo-physics algorithm 

resembling the motion of magnetic particles. The geometries are based on SEM (scanning 

electron microscopy, see Fig. 1) images of various materials. Several special geometries 

are designed manually in order to achieve the extreme unnatural irregularity, hence 

extreme values of the new DOI parameter ϒ, such as compact cluster or compact stripe 

of closely packed fibers (see Fig. 2) or various geometries with holes (i.e. missing fibers) 

in the regular distribution. 

Finite element models of the generated structures we created using Python scripts in 

Abaqus 6.14. The models are prepared so that exact periodical boundary conditions can 

be applied. The homogenized (or effective) elastic properties (engineering constants E,  

and G) are obtained from six uniaxial tests and their extremal values are sought by rotation 

of coordinate system about x axis within the transverse cross-section (yz plane). The 

results are compared with the constant values in the isotropic case (regular PUC) and they 

are correlated with the DOI parameter. 
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The results show significant dependence on the proposed DOI parameter since the elastic 

properties show increasing variation with increasing value of ϒ (see Fig. 2). The DOI 

parameter could be used for the quantitative representation of quality of real material 

structure and for the prediction of its heterogeneity and anisotropy. 

AOI on regular PUC 

 
AOI on irregular PUC 

 

Regular (ϒ = 0) 

 
Cluster (ϒ = 61.69) 

 

Random (ϒ = 17.84) 

 
Stripe (ϒ = 66.94) 

 
Figure 1 LEFT: Scheme of definition of area of intersection (red color) used in the 

calculation of DOI parameter (top – regular distribution, bottom – real distribution in 

SEM image). RIGHT: Geometries of PUCs in yz plane having the same FVC (regular, 

cluster, stripe and random). Yellow circles represent periodically mirrored fibers. 

  

Figure 2 Influence of DOI parameter on the variation of selected elasticity properties. 

Vertical groups of green dots correspond to the PUCs in Fig. 1 (rotated about x axis by 

5° steps – see the ϒ values). Red and blue dots represent additional random PUCs 

(different settings of proposed algorithm). 
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ABSTRACT 

For subsurface flow simulation within a shallow aquifer system, the vertical interactions 

between the soil water and the underlying groundwater body are usually intensive. To 

better understand the unsaturated-saturated flow processes in this context, the soil 

physicists obtain an arduous solution by solving the Richards’ equation at small scale, 

while the geologists take advantage of the easily-solved groundwater equation for an 

ambiguous solution of the groundwater flow at large scale. These single-scale models 

therefore fail to depict the water-flow details in a regional-scale shallow aquifer even 

using very fine grids and time steps due to the controversy of accuracy and computational 

burden. In this presentation, a multi-scale model for simulating the large-scale saturated 

groundwater flow and small-scale variably saturated flow is proposed. The multi-scale 

issue in this work lies in 1) the scale-separation methodology for the complicated flow 

simulation at different scales and 2) the mutual compensation of head and flux boundaries 

for models at different scales with a two-way coupling scheme. For variably saturated 

flow models at small scale, the time-varying boundaries around and below the 

subdomains have to be delivered downward from the large-scale groundwater model. A 

three-dimensional Darcy-based interpolation method[1-2] is utilized to achieve this by 

generating spatially and temporally refined head boundaries for small-scale models. For 

groundwater model at large scale, the upper boundary, which overlaps the lower boundary 

of the soil-water flow, has to be derived from the independently discretized small-scale 

variably-saturated flow models. During each large-scale time step, an empirical equation 

for determining the overall upper boundary of the large-scale model is updated with a 

multiple linear regression model. The regression model is devoted to link the small-scale 

solution, i.e., the instant recharge rate at the water table, with the large-scale information, 

such as soil texture, precipitation, irrigation, evapotranspiration, and water-table 

fluctuation. The proposed multi-scale model is validated with two test cases for 

investigating the performance of the regression model and the efficiency of the two-way 

coupling scheme. 

Key words: multi-scale modelling; unsaturated-saturated flow simulation; multiple linear 

regression model; shallow aquifer; two-way coupling 
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In the present study we perform computational homogenization of heterogeneous 
materials. Due to geometrical uncertainties in the microstructure non-deterministic 
homogenization techniques are required.  Based on the analysis of experimental data 
two different sources of uncertainties are considered – aleatoric, which result from the 
natural variability of the microstructure and they can be described in terms of a 
probability density, and epistemic, which results from our lack of knowledge about the 
microstructure and also require other simulation techniques like, e.g., fuzzy arithmetic.  
Combination of both types of uncertainties is referred to as polymorphic, which is 
typical for real materials. Thus in the present work we establish the conjunction of the 
earlier proposed stochastic FEM with local description of the stochastic space [1, 2] and 
fuzzy arithmetic techniques.  Due to the fact that both approaches are computationally 
expensive, order reduction techniques are discussed. Convergence and accuracy of 
reduced order models are studied, wherein the full order model and Monte-Carlo 
simulations are used as reference solution.  
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As one kind of porous media, concrete suffers from many kinds of ambient impacts which 

can be owned to the arising pore pressures. Freeze/thaw cycles (FTC) and alkali silica 

reaction (ASR) are such two typical impacts that may happen together, and cause mixed 

expansive pressure in micro-pores but finally result in macroscopic damage to concrete 

structures. In order to investigate the macro-mechanical behaivor of concrete material 

affected by the micro-events, a multi-scale compulationational model is developed based 

on the FEM computation program DuCOM-COM3D in this study, the analysis system 

covers from the hydration of cement paste and finally to the mechacnical performance of 

bulk concrete.  

The micro-physical events are computationally modeled considering the coupling effect 

between ASR gel and water in the mixed pressure and motion. The pressures and 

transportation of pore substances are also linked with the concrete matrix deformation at 

macroscale through a poromechanical approach, and will affect with each other 

reciprocally. Once the crack happens in the nonlinear analysis, both the micro-events 

(water and gel motion) and the macro mecahnical behavior will be affacted. Finally, 

different sequences of combined ASR and FTC are simulated. The computation program 

can quantatitively reproduce the physical events in pore structures, and further the macro-

damages. The results show that ASR can reduce the FTC expansion for non-air-entrained 

concrete but increase the frost damage for air-entrained concrete.The simulated behaviors 

also agree well with the previous experimental phenomena. 
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Motivation: Numerical integration of the shallow water equations using finite volume 

Godunov-type shock-capturing schemes has become increasingly popular due to its 

advantages in dealing with complex flow regimes and wet/dry fronts etc. Under this 

modeling framework, inclusion of sediment transport and bed deformation is 

straightforward, which apparently involve multi-scale and multi-physical processes. The 

last several decades have witnesssed wide applications of shallow water hydro-

sediment-morphydynamic models (Cao et al. 2017). However, this type of models are 

computationally demaining (Sanders 2008; Dazzi et al. 2016), especially when large-

scale and long-duration events are to be resolved. This is in particular the case when 

local flow effects must be taken into account, which necessitates locally refined meshes. 

Here we present a 2D shallow water hydro-sediment-morphydynamic model, in which 

local-time-stepping (LTS) is implemented, and assess its potential for saving the 

computational time for engineering applications.  

Hydro-sediment-morphydynamic model: The complete depth-averaged governing 

equations are solved by the finite volume method on unstructured mesh. The HLLC 

approximate Riemann solver is used to estimate the numerical fluxes across the face 

between neighboring cells. The bed deformation and sediment compositions are updated 

at the cell center. The bed slope is estimated using bed elevations defined at the cell 

nodes. This model was originally developed using the global time step (GTS) tg that is 

the same throughout the computational domain. It has been validated against classical 

data set, including dam-break flow, bed aggradation and degradation cases. 

Local time step (LTS): A LTS scheme has been proposed by Sanders (2008) and 

modified by Dazzi et al. (2016) for modeling clear-water flows. Here it is implemented 

in the above hydro-sediment-morphodynamic model. First, the LTS ti in cell-i is set as 

mi power of two multiple of the global time step tg. The exponent mi takes the largest 

interger that ensures satisfaction of the local CFL condition and at the same time must 

not exceed a pre-defiend value ma, which is referred to the LTS-level. The LTS level 

determines the difference between the smallest and largest time step. To complete an 

update of all cells, the model carries out a LTS ti cycle of 2
ma

 time loops. At each LTS 

loop, numerical fluxes and source terms are estimated only for cells that requrie 

updating. The LTS is implemented only for the equations that have advection terms, 

whereas for bed deformation and sediment compostions, the largest time step is used.  

Case study - the middle Yangtze River: In the past ten years, conflict between the 

bridge safety and navigation becomes more and more intense for the Taipingkou 

waterway (an anabranching reach of about 20 km long and 2.0 km wide in the Middle 
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Yangtze River). While the north branch experiences intense sediment deposition and 

thus has a high risk for shiping during low water, the bridge piers in the south branch 

are vulunable to ship collisions. Formulating futher regulating schemes requires 

enhanced understanding on the morphological evolutions of the central bar and the two 

branches, for which the flow structures around the piers must be numerically resolved. 

Since the horizontal length scales of the piers are about 4 m, one has to resort to locally 

refined meshes (Fig. 1a), which leads to a GTS of about 0.05-0.08 s, as indicated by the 

minimum value of the lcoal time step in Fig.1b. Estimates indicate that using the GTS 

requires a running time of about six month for a one-year simulation for this reach. In 

contrast, using LTS-level 5, the running time of the present model is reduced to about 

two weeks, corresponding to a reduction of about 90% in the running time. This 

reduction is significant for systematic investigation of the morphological evolution of 

this reach. As shown in Fig. 2, the computed bed deformation for a one-year period 

(2003-2004) indicates erosion for the south branch and deposition in the north branch. 

Further numerical case studies are ongoing, aiming to reveal effects of different factors 

on the morphological evolution of this reach. 

 

     
Figure 1 Occurrence number of cells for (a) mesh sizes, and (b) local time step for the 

Taipingkou waterway 

 

 
Figure 2 Computed bed deformation depth (ADZB) from March 2003 to March 2004 
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The random characterization of the response of a structural time-dependent system often 
requires a high computational effort, above all when the response is a non-Gaussian 
process. Actually, even for a system subjected to static non-Gaussian actions, the 
computational effort can be very high; this is essentially due to the high number of 
random variables, usually not independent, defining the response involved. Moreover, 
for the non-Gaussian response processes, the characterization is made through the 
evaluation of the corresponding statistical moments or the cumulants, and this increases 
considerably the problem dimensions, without reaching the complete characterization of 
the response. Indeed, the full probabilistic characterization of a random variable is given 
by the knowledge of its probability density function, or by its characteristic function. 
Unfortunately, in the literature a few of methods exist working directly on the response 
probability density functions, without passing through the moments or the cumulants. 
The only exception is when both the input and the output are Gaussian.  
Even for the dynamics systems, the evaluation of the random response is often limited 
to the evaluation of the second order correlations, or power spectral densities if the 
analysis is performed in the frequency analysis. In any case, no paper has been found in 
the literature based on the direct relation between the probability density function of the 
time-dependent input and that one of the time-dependent output. The benefit of an 
approach of this type appears to be even more evident in the dynamical case.   
Aim of this work is to show an approach able to give instant by instant a direct relation 
between the two probability density functions of input and output of a linear system. 
This approach represents an extension of the Probabilistic Transformation Method 
(PTM), introduced by Falsone and Settineri, first for the static problem [1], and then for 
a first attempt in the dynamical case [2]. In particular, in this work, some drawbacks 
highlighted in [2] are overcome, arriving to an effective approach, for both accuracy and 
computational effort.  
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Full Waveform Inversion (FWI) combines a group of methods based on nonlinear least 

squares approach to solve dynamic inverse problem of waves’ propagation. This problem 

consists in solving the nonlinear operator equation 𝐹(𝑚) = 𝑑 with operator 𝐹: 𝑀 → 𝐷 

which acts from the model space M (waves propagation velocity) to the data space D 

(seismic data acquired at some points on the surface z=0). The action of this operator to 

some current model is given as a solution to the boundary-value problem for Helmholtz 

equation  

∆𝑢 +
𝜔2

𝑚(𝑥, 𝑧)
= 𝐺(𝜔)𝛿(𝑥 − 𝑥𝑠, 𝑧 − 𝑧𝑠) 

with subsequent projection of the solution to reciever positions.  

Standard approach to search for m(x,z) is nonlinear least square minimization of the data 

misfit functional which characterizes L2 residual between observed and synthetized data 

for a current velocity model: 

𝑚∗ = 𝑎𝑟𝑔𝑚𝑖𝑛𝐸(𝑚), 𝑤𝑖𝑡ℎ 𝐸(𝑚) = ||𝐹(𝑚) − 𝑓||𝐷
2  

This approach has been developed and studied in a great number of publications (see 

(Virieux and Operto, 2009), and the references therein), but up to now there are problems 

with reliable reconstruction of macrovelocity (propagator) component with realistic 

frequency bandwidth and offsets of the data. Here is necessary to explain that there are 

two main constituents of the velocity model: 

a) Macrovelocity or propagator – is described by smooth functions and, hence, does 

not return propagation of the seismic energy to the acquisition, but governs the 

travel time between two remote points inside the medium; 

b) Reflectors – local variations of parameters, which do not violate propagation time 

of the seismic energy, but change returns this energy to the acquisition. 

Intuitively this trouble can be explained by the so-called “cycle- skip” effect when phase 

shifts of the observed and synthetic data may result in local minima. To mitigate the 

problem, in the papers ( Bunks et al., 1995; Pratt et al., 1998) was introduced a multiscale 

inversion strategy when the frequency of the input data increased progressively and  the 

inversion result for lower frequency becomes an initial guess for the higher frequency. 

However, such sequential inversion approach also fails due to lack of low frequencies in 

the data (Sirgue, 2006).  

We propose the alternative to this standard formulation. The key stone of this alternative 

is modification of the data misfit functional on the bast of the model space  decomposition 

into two subspaces: 

 subspace of smooth propagators p (macro velocity components); 

 subspace of spatial reflectors r. 
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Moreover, we rely on the common knowledge that reconstruction of reflectors for known 

propagator is “easy” problem and can be resolved by application of the so-called 

migration procedure to the data. This procedure actually is the first iteration of 

minimization process by some gradient-like technique. On this base, we decompose the 

full model as 

𝑚 = 𝑝 + 𝑟 = 𝑝 + 𝑊𝑀(𝑝) < 𝑠 >, 
where p is the propagator, s is the “time reflector”, M – migration operator, W weighted 

matrix, equalizing amplitudes of spatial reflectors.  

Now we modify the data misfit functional as 

𝐸(𝑝, 𝑠) = ||𝐹(𝑝 + 𝑊𝑀(𝑝) < 𝑠 >) − 𝑑||𝐷
2 , 

and do minimization within the model space by turn with respect to the propagator and 

time reflector. As one can see minimization with respect to time reflector s is really “easy” 

as it enters linearly in the argument of the forward map. At the same time, dependence on 

the propagator is essentially nonlinear and very complicated. Fortunately, subspace of 

propagators has very low dimension as it is made of smooth functions, while reflectors 

are high oscillating and, hence, form high-dimensional subspace. 

We validate this approach by reconstruction of the famous Marmoussi model (Fig.1). 

Acquisition has 9000 meters of lengthб 460 receivers and 46 volumetric sources spaced 

with 20 and 200 meters respectively. Frequency range is 5 – 15 Hz. We search propagator 

from the subspace spanned on 20 cubic B-splines. 

 
a 

 

  

Figure 1. a) Exact Marmoussi model b) Initial guess for inversion; c) reconstructed 

macrovelocity/propagator; d) reconstructed full Marmoussi model (propagator+reflector) 
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Recent developments in particle placement schemes, such as those derived from 

governing random or gradient based field [1], in the context of the lattice discrete particle 

modelling (LDPM) [2], have opened the door for new approaches of investigating the 

spatial variability of heterogenous materials owing to microstructural features. In this 

paper, the gradient-based fields and random fields are introduced into the stochastic 

framework of LDPM to account for inherent variability and production process of several 

concrete specimen test series (fig.1), such as cylinder compression test and three point 

bending test. As a consequence, the lattice models become sensitive to a particular particle 

placement concept, which is no longer independent and random [3], and the scattering of 

the response can thus be associated with the physical meaning of an auto-correlation 

length and particular forms of the spectral function. Moreover, particular placement 

concepts, such as the gradient based fields, may also affect the mean values of the 

response (fig.2). 

 

Figure 1: Maximum strength realizations of 2x20 LDPM experiments based on a governing Gaussian 

random field with a power spectral parameter (#-2.00) maximizing the COV of the load capacity.  
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Figure 2: Scattering and shifted L-D diagrams (zoomed-in detail) of LDPM realizations of compression 

cylinder tests with two gradient-based fields (gravity angle is orange and normal to gravity angle is blue). 

 

Figure 3: Normalized statistical characteristics vs. power spectral parameter n; response of cylindrical 

compression test series (20 realizations) and Gaussian random field with power spectral function #-n. The 

dashed line represents the zero correlation reference, i.e. the independent and random placement scheme. 

The inverse U-shaped curve for the coefficient of variation of the load capacity (fig. 3) 

and various power spectral parameters clearly supports the hypotheses on a causal 

relationship between spatial variability, auto-correlation length of the random fields, type 

of spectral function and meso/micro-structure of the material. Please note that the material 

property fields are constant for all presented results. 
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Thermal contact conductance (TCC) plays an important role in heat conduction 

mechanism when heat flow paths are interrupted. Many studies have been performed to 

specify the dominant factors of thermal contact conductance in engineering surfaces, 

which exhibit both microscopic- known as roughness- and macroscopic irregularities 

arising from waviness. During the last decades it has been recognized that thermal contact 

conductance (TCC) is a function of several parameters [1-5], where the most important 

are the type of the contacting materials, the macro- and micro- geometry of contacting 

interfaces, the temperature of the materials, the interfacial pressure, the lubricant and 

surface contaminants and the thickness of the interfacial layer. Many studies on thermal 

contact conductance [6-9] were concentrated on microscopic irregularities by assuming 

that the macroscopic irregularities of contact are negligible. However, real engineering 

surfaces aren’t perfectly flat, implying that the macroscopic nouniformity can’t be 

ignored, especially in cases where the contact pressure is low. At the microscale, contact 

occurs through the interaction of surface asperities and these interactions influence the 

properties of the surfaces at the macroscale. For that, the consideration of  lower scales is 

necessary for the accurate modelling of heat transfer through the contact interfaces.  

The aim of this work is to investigate how the asperities of lower scales of contacting  

surfaces, affect the thermal contact conductance, in interfaces which exhibit both micro 

and macroscopic irregularities, in the case of small real contact area fraction. For that, in 

order to take into account irregularities of different scales, the geometry of interfaces is 

described by fractal interpolation functions. The problem is simplified by considering 

contact of a rough surface with inelastic behaviour, with a rigid and smooth surface in 

order to determine the local thermal conductance at real contact points  and thus, to take 

into account phenomena related to lower scales of surface asperities. In the sequence, the 

macroscopic thermal contact conductance is determined, based on the solution of the 

problem at the scale of surface asperities. At each scale, both mechanical and thermal 

portions of the problem are solved by using the F.E. code MSC-MARC. First, the contact 

nodes are determined by solving the mechanical problem and in the sequence, the thermal 

conductance at contact nodes is calculated by solving the thermal problem. It must be 

mentioned here that the code takes into account for the solution of the mechanical 

problem the changes in the geometry of the interface and in material parameters due to 

the temperature.  Finally, the influence of the interfacial pressure to the local thermal 

conductance at real contact points and to the macroscopic thermal conductance is 

investigated, with respect to the different scales of the irregularities of the rough interface 

and useful conclusions are derived, concerning the role of  roughness and  waviness on 

the thermal contact conductance in cases of low contact pressure. 
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We present a problem-oriented approach, designed for the numerical simulation of 

seismic wave propagation in models containing geological formations with small-scale 

heterogeneities. This requires a special treatment increasing the computational 

complexity of an algorithm in comparison with elastic media without small-scale 

intrusions. At the same time, such formations are typically relatively small, filling about 

25% of the model, thus the local use of computationally expensive approaches can speed-

up the simulation essentially. In this paper we discuss both mathematical and numerical 

aspects of the hybrid algorithm based on local grid refinement paying most attention to 

its parallel implementation. Essential efforts are spent to couple different finite-difference 

stencils. The main issue in the coupling is to suppress numerical artifacts down to the 

acceptable level, usually a few tenth of the percent.  

The algorithm is developed to study scattering and diffraction of seismic waves on 

clusters of small-scale heterogeneities such as fractures, cavities and karstic formations. 

In realisitic geological media they usually do not describe each singularity (fracture, 

caves, karstic intrusion) but describe their volumetric distribution. We assume that the 

reservoir model is given on a sufficiently fine grid, which possesses grid steps of the size 

of the first tens of centimeters. A typical seismic wave has a wavelength of about several 

dozen meters, hence for simulation of waves’ propagation in the reference medium 

(without smal scale intrusions) they use the spatial grid with cells about several meters. 

Thus, a local mesh refinement is used to perform the full waveform simulation of long 

wave propagation through a reservoir with a fine structure. As explicit finite differences 

are used, the size of the time step strongly depends on the spatial discretization and so the 

time stepping should be local. As a result, the problem of simulation of seismic wave 

propagation in models containing small-scale structures becomes a mathematical problem 

of the local time-space mesh refinement. 

Consider how coarse and fine grids are coupled. The necessary properties of the finite 

difference method, based on a local grid refinement are stability and an acceptable level 

of artificial numerical reflections. Normally scattered waves have an amplitude about 1% 

of the incident wave, thus the amplitude of artifacts should be at most 0.1% of the incident 

wave. We modify approach proposed in (Collino, Fouqet and Joly, 2003) so that the grid 

is refined on two different surfaces surrounding the target area with microstructure. 

Decoupling of the temporal and spatial grid refinements happened to be the key ensuring 

acceptable level of numerical artefacts.  

As one can see in Fig.1 there is necessary to interpolate data when moving from coarse 

to fine grid. Interpolation in time is straightforward and does not produce any visible 

artefact. The main attention we pay to interpolation in space. It is implemented on the 

base of two dimensional Fast Fourier Transform (2D FFT). As known this kind of 

interpolation possesses exponential accuracy. This is what makes it possible to reduce 

artifacts and to the required levlel in tenths of percent to the amplitude of the incident 

wave. 
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Figure 1. Sketch of grid refinement. Left – transition from coarse-to-fine. Middle – refinement 

in time. Right – refinement in space. 

To validate the approach presented we choose the model with karstic layer (see Fig.2 

left). As it is 2D model we are in position to use sufficiently small grid (0.5 meters) to 

describe small scale heterogeneities in this layer and perform ‘exact full-scale’ simulation 

of seismic waves’ propgation. The result one can see in Fig.2 right.  

  
Figure 2. Left – general view of 2D model with karstic intrusions. Right – waves generating by 

the model. 1 – direct P-wave, 2 – direct S-wave, 3 and 4 – reflected PP- and PS-waves, 5 – 

scattered PP- and PS-waves, 6 – reflected SP-wave. 

By comparison left and right pieces of Fig.3 one can conclude that numerical artifacts are 

negligible. 

  
Figure 3. Central trace. Left – for uniform fine grid of 0.5 meters. Right – the same trace 

simulated with the coarse grid of 2.5 meters refined to 0.5 meters within target areas. 
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Heat transfer through heterogeneous materials may be modeled using sets of partial 

differential equations in a microscopic level where there is no heterogeneity. For this 

reason, the direct numerical study of such equations inside a heterogeneous medium with 

multiple scales can become outstandingly difficult or even impossible to perform. In the 

case of present interest, materials with three separate scales, one may have small particles 

at the smallest dimension, scattered throughout a body with the largest dimension, while 

forming aggregates at an intermediate dimension. 

The simulation of heat conduction inside this material would require extremely fine and 

ill-conditioned meshes and, therefore, the success of a numerical implementation would 

be extremely unlikely. This is the main reason, why one proposes to calculate an effective 

thermal conductivity of a heterogeneous medium with multiple scales. In the present 

work, a numerical-analytical methodology is adopted to determine computationally the 

effective thermal conductivity of composite materials with two homogeneous and 

isotropic phases, with perfect thermal contact at the interface between them. The 

methodology is based on the theory of reiterated homogenization [1] and the finite 

element method [2]. 

Following the methodology description and implementation in 2-D, it is first applied to 

cases with known solution for validation [3]. For bilaminated composites, the 

computational results have matched, within round-off, the analytical effective thermal 

conductivity calculated in [4]. Next, results have been calculated for the two-dimensional 

square array of circular cylinders, which matched the semi-analytical results by Manteufel 

and Todreas [5] with negligible deviations. 

The validated code is now applied to calculate the effective thermal conductivity of the 

2-D square array of Greek crosses (figure 1). This choice is motivated by the fact, that the 

geometry of the Greek cross has been used in [6] as a candidate model for the 

microstructure of nanofluids with aggregated particles. In figure 1a, a two-scale periodic 

cell is depicted, while in figure 1b a three-scale cell has the same geometry in both the z 

and y levels. The small positive parameter 𝜀 is defined as the ratio of two successive 

scales, 𝜀 = 𝜆/𝐿 ≪ 1, and 𝛼 is the ratio of phase conductivities, 𝛼 = 𝑘𝑑/𝑘𝑐. The global 

volume fraction 𝜙 is defined as the total area of phase d divided by the medium total area. 

The effective thermal conductivity gain for the three-scale 2-D square array of Greek 

crosses has been evaluated. The gain is defined as the percentage increase of the effective 

conductivity for the three-scale array relative to that of the two-scale array. The gain 

permits to identify, from the global heat transfer point of view, when it is advantageous 
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to dislocate material originally in the level y (fig 1a) and scatter it throughout the level z 

(fig 1b). 

 

Figure 1. Periodic cell of a 2-D square array of Greek crosses with (a) 2 scales and (b) 3 scales. 

The computed results are shown graphically in figure 2. The quantity 𝜙𝑧 in the horizontal 

axis is the local volume fraction present in the z-level cell. The gain has been evaluated 

for three different values of the global volume fraction 𝜙. The results indicate, that there 

is an optimal local volume fraction for a maximum heat conduction gain of the three-scale 

array relative to the two-scale array. It is apparent, that the present numerical-analytical 

methodology may be a useful tool to aid interpretation of the gain in effective thermal 

conductivity experimentally observed with some classes of heterogeneous media. 

 

Figure 2 Effective thermal conductivity gain, 𝑘𝑔𝑎𝑖𝑛, for the three-scale square array of Greek 

crosses as a function of volume fraction 𝜙𝑧 for three values of 𝜙 and for 𝛼=50. 
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As the complexity and performance of engineered systems is increasing so is their 

susceptibility to failure risk associated with material uncertainties such as random defects. 

With an eye towards societal risk, engineers are required to design products and processes 

that offer higher performance without sacrificing safety. A major approach to risk 

mitigation is to either modify the defects to reduce their impact or to move them to a 

location with lower probability of failure.  

 

Figure 1. Embeded element RVE approach for multi-scale and multi-process analysis for 

linking material state to product performance 

In this paper, we present a multiscale approach to model material related micro-defects, 

and their uncertainties during macroscale deformation processing. In this approach 

approach, the distribution of state variables is obtained by macro-modeling of plastic flow 

during multi-step deformation processing (scale ~ 10 m.) while the micro-phenomena 

such as stress concentrations and defect break up are modeled by embedding micro-

defects (scale ~ 10 m) in the plastic matrix.  First computational challenge is to handle 

a scaling ratio of 10-6 in the FEM framework. The linking between the scales is obtained 

through matching the physics at the macro-level to that at the micro-level.The process 

design parameters (such as temperatures, velocities, preform design etc.) and the material 

state (defect motion and rotation during forge processing) is linked to the failure state via 

multibody computational modeling of the embedded inhomogeneity in a self-consistent 

steel matrix. As shown in Figure 1, the FEM based model uses an embedded RVE 

approach to characterize the evolution of defects during a individual processing as well 

as multi-step processing: as the billet is converted into a aeroengine disk. 
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(a)                                                                                (b) 

Figure 2. Control of plastic flow and defect distribution during deformation processing: (a) the 

effect of process design on plastic flow, and (b) the effect of plastic flow on location and 

distribution of defects.. 

The second computational modeling challenge comes from material defect uncertainties 

(location, distribution and probabilities of occurrence in the detrministic framework. To 

tackle this challenge, we use the deterministic framework to determine the relocation 

and redistribution of uncertainties due to plastic flow, and their randomness to via 

statistical modeling. The risk associated with defect evolution and their location is 

handled by “zone based” hazard models.  Figure 2 (a) includes a schematic illustrating 

the role of process design (preforming die)  in changing the deformation history of the 

forgign an aeroengine disk, while Figure 2(b) shows the role of this metal flwo in 

redistribution and relocating the defects in the forged disk. 
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Microstructural information (fracture size, orientation, etc.) plays a key role in governing 

the dominant physics in fractured materials [1]. Applications of interest include dynamic 

fracture processes like spall and fragmentation in metals, detection of gas flow in static 

fractures in rock due to underground explosions, hydrofracking of methane gas from shale 

deposits underground etc. At relevant scales of interest, micro-fracture information can 

only be known in a statistical sense. The use of forward model runs that explicitly 

represent millions of micro-fractures to bound the uncertainty associated with these 

fracture statistics is computationally prohibitive, requiring thousands of runs and 

petabytes of information. Most approaches typically either ignore or idealize microscale 

information, since we lack  a framework that efficiently utilizes it in its entirety to predict 

macroscale behavior in brittle materials. 

We consider  the mechanism of crack propagation in brittle materials. Unlike ductile 

fracture, where a large body of research exists, brittle fracture in metals is poorly 

understood since it occurs suddenly without warning. Recent experiments [2] have 

exposed the need for better predictive capability of brittle fracture and failure. This is 

especially relevant at high strain rates, where predicting when cracks will interact and 

coalesce together leading to brittle failure (spall, fragmentation) in metals remains a 

primary challenge. Resolving the interactions of thousands of interconnected sub-micron 

scale fractures (micro-cracks) while also including realistic thermo-mechanical effects 

like crack tip plasticity, is computationally intractable with current technologies. Each 

cell of a macroscale continuum simulation code could contain 106 micro-cracks. The 

entire domain can thus contain over 109 cracks which renders the problem 

computationally intractable. 

In order to overcome these hurdles we have developed the next generation of fracture 

simulators [3] for the dynamic evolution of the fractures using graph theory. We 

additionally take advantage of recent advances in experimental fracture characterization 

that capture high-fidelity data (e.g. fracture patterns, density, aperture) to inform our 

models using Data Assimilation techniques. The technical challenge in both applications 

is similar, representing relevant physics on the graph through machine learning 

algorithms. Our hypothesis is that topological properties are crucial, and can be captured 

through a low dimensional graph representation. Predictive uncertainty is better captured 

through topological characteristics on the graph instead of traditional parametric methods 

which fail to capture subgrid effects [4].  
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A geologic profile often comprises multiple material zones or has a layered structure due 

to complex depositional or weathering processes. Significant uncertainties are associated 

with the geologic profile, which can be categorized into two groups: (1) intra-layer 

variability, which refers to the variation of material properties within the same layer; and 

(2) inter-layer variability, which refers to the uncertainties associated with the interlayer 

boundaries. The inter- and intra-layer spatial variabilities have significant impact on the 

design and construction of geotechnical structures. This paper proposes an integrated 

random field model to characterize the inter- and intra-layer spatial variabilities of multi-

layer geologic profiles simultaneously. The intra-layer spatial variability is characterized 

by a random field model, while the inter-layer spatial variability is characterized by a 

conditioned random field model. A transition zone is used to describe the gradual 

transition of material properties at the interlayer boundary. The proposed model is applied 

to characterize the spatially variable cone tip resistance at a study site, and to evaluate the 

effects of the integrated spatial variability of undrained shear strength on the reliability of 

a two-layer soil slope. Both the inter- and intra-layer spatial variabilities influence the 

reliability of the slope. The failure probability can be underestimated if one or both spatial 

variabilities are not considered. The intra-layer variability is relatively more significant 

for the slope example in this study. The failure probability decreases with increasing 

thickness of the transition zone. 
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Landslide susceptibility assessment is essential to landslide hazard mitigation, but few 
attempts have been made to consider the spatial correlation among parameters in 
adjacent cells while conducting regional hillslope reliability analysis.	This paper aims to 
propose a new method to update landslide susceptibility using Bayesian networks and to 
improve the accuracy of landslide susceptibility mapping. First, the reliability analysis 
model for single cells is defined. Then a Bayesian network with continuous distributed 
variables for an infinite slope involving failure probability and correlated influencing 
parameters (e.g., cohesion) is constructed. After that, the parametric correlations among 
cells are quantified based on random field theory and the prior probabilities for the 
Bayesian network. Finally, observational information is used to update the probability 
distributions of the parameters and the failure probability. As examples, a hypothesized 
infinite slope with observational information under both correlated and uncorrelated 
conditions is studied in this paper for illustration. Considering the failure information of 
certain cells decreases the stability of adjacent cells, thus the susceptibility of instability 
in cells is no longer independent. This method is able to consider the correlations among 
the computing cells and to update correlated parameters and failure probability with the 
integrated observational information. Hence, the landslide susceptibility becomes more 
reliable by taking advantage of the observational information.	
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Recently, we have proposed a new approach for reliability based design optimization 
(RBDO) using second order reliability methods (SORM) [1] and a new approach for 
radial basis function networks (RBFN) [2]. The SORM-based RBDO formulation is 
solved using sequential linear or quadratic programming by performing Taylor 
expansions in intermediate variables defined by the iso-probabilistic transformation for 
mixtures of non-Gausian variables. The Taylor expansions of the reliability constraints 
are done at the most probable point (MPP) according to the Hasofer-Lind approach, where 
the MPP is found by a Newton method using an in-exact Jacobian for variables with 
normal, lognormal, Gumbel, gamma and Weibull distributions. The target of reliability is 
corrected by using four different SORM formulas: Breitung, Hohenbichler, Tvedt and a 
recent proposed formula. So far, the SORM-based RBDO methodology has been 
evaluated mostly for analytical benchmarks, showing excellent performance. For 
instance, a most well-known problem for two variables and 3 constraints, see Figure 1,  
is generalized to 50 variables with the five different distributions treated simultaneously 
and 75 constraints.  

 

Figure 1: This well-known benchmark for RBDO is generalized to 50 variables and 75 
constraints. 

The proposed RBFN approach in [2] utilizes a bias defined a priori with a linear or 
quadratic regression model. In such manner, the global behavior is captured with the bias 
and the local behavior is tuned in by the radial basis functions.  This differs from a 
standard approach, where the bias is defined a posterior by adding extra orthogonality 
constraints. In this work, we set up design of experiments (DoE) for the analytical 
benchmarks studied previously in [1] and then fit our RBFN to the sets of data points. 
Next, SORM-based RBDO with these RBFN is performed and the optimal solutions are 
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compared to the analytical results from [1]. This surrogate model based RBDO approach 
is also compared to a Kriging based RBDO approach. In this context, different strategies 
for DoE are also studied, e.g. latin hypercube, Halton, Hammersley, S-optimal and 
successive screening sampling. 
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The design of a structure is clearly linked to the confidence in design choices 

that were made. These choices are often based on experimental and predictive analysis 

performed to characterize the studied structure by a complete or partial definition of 

properties at each scale. This study deals with the link between the product 

specifications and “choice leading” specifications. The aim of this work is to propose a 

methodology leading to the choice of designer optimising the cost of experimental and 

predictive developments and ensuring a high level of confidence.  

Uncertainty analysis is a relevant part in the design of composite material 

structures. Number and scale of the structure properties to characterize and their 

associated level of confidence could be mastered by a better understanding of the result 

carried on the studied structure. Uncertainties due to manufacturing process, 

experimental testing and numerical modelling must be understood. Several authors 

treated this subject applying different statistical and computational methods to 

determinate variation of the response due to errors on input parameters [1-2].  

At each scale of the structure, uncertainty analysis have to be performed in order 

to map the influence of input parameters at any scale over the result at a more complex 

level. Properties can be either calculated by using predictive models using properties at 

lower scales or doing the necessary experimental tests [3-4]. In some cases, 

experimental testing could be very expensive and/or complex, that is why results must 

give high confidence solutions. This study deals with the link between the predictive 

and experimental modelling pyramid (Figure 1) and the product specifications.  

 

Figure 1 Modelling pyramid 

 In the case of composite materials, guiding designer during modelling process is 

important. Indeed, the designer has to perform multi-scale analysis in order to 

characterize the structure. The designer must chose between testing or simulations to 

define all significant properties of the structure. These choices and the requested level of 
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confidence define modelling paths that could be followed in order to optimize the trade-

off between modelling cost and uncertainty. 

 Using a genetic algorithm allows to evaluate a great number of different 

modelling paths and to find a low modelling cost and low uncertainty solution. The 

designer is able to modify the objective fonction if he considers relevant getting a 

solution with lower uncertainty increasing slightly the cost or vice versa. The genotype 

is defined by all necessary parameters used to characterize the structure at all scales. 

Each gene in the genotype can take different values which indicate if the property is 

evaluated by an analytical model, an experimental model or if it is taken from a 

database.  

 

 

Figure 2 Example of the proposed genotype for a sandwich bending beam 

 The methodology was implemented to the case of a sandwich bending beam 

(Figure 2). Using a defined geometry and proposing structure specifications, 

methodology is capable to propose several modelling paths as solutions. Each solution 

is analysed to find an optimal with a balance between cost and response uncertainty. 

The methodology is about to be applied to a complex structure and numerical models 

will be added.  
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Currently, there are multiple models [1] that can accurately simulate microstructure or 

macrostructure fracture propagation in brittle materials. In the microscale region, fracture 

properties (fracture geometry, coalescence, etc.) are vital in understanding the structural stability 

of a material. Incorporating microstructural knowledge within a macroscale fracture model is 

computationally infeasible, necessitating petabytes of data and large-scale computing resources. 

Thus, a major problem beyond effectively modeling fracture propagation at multiple scales is 

bridging the gap between these models in an efficient matter. 

Furthermore, varying strain rates on brittle materials can vastly change the behavior of fracture 

growth and the time to complete material failure. Much of the past work in coupling these multi-

scale models applied the separation of scales principles [2]. This assumption, however, fails in 

zones of high strain and damage. Many brittle materials are subjected to high strain rates (Carbon 

fiber/titanium on jets, space shuttles, etc.) over an extended period and material failure would be 

catastrophic. Building a model, or ensemble of models, that can accurately predict material 

properties under a wide range of strain rates is crucial to the understanding and construction of 

future brittle metals. 

In our approach, we have implemented a Machine Learning (ML) and graph theory framework 

to generate the link between the micro and macro-scale models. Fracture information is 

represented by a graphical model to reduce the dimensionality of the fracture formation and 

discover how fracture networks develop [3]. ML algorithms are subsequently trained on the 

graphical representations, with the ground truth being the high-fidelity model calculations. A 

finite element software, the Hybrid Optimization Software Suite (HOSS), is deployed as the 

ground truth model due to its highly accurate results for fracture physics within the high strain 

rate regime [4]. Multiple ML models will be developed to cover the large range of strain rates 

that a brittle material may be subject to. This framework will couple the recent successes in ML 

and graph theory while preserving the physical intuition present in the existing dynamic fracture 

models.  
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Thanks to their advanced mechanical properties and low density, composite materials are 

commonly employed in aerospace and automotive components. Due to the intrinsic 

complexity of such materials, i.e. the presence of different phases, their behavior and 

damage prediction is quite complex. Today, to support the design process, computer 

simulations are commonly used together with expensive experimental campaigns, which 

are necessary for the material characterization. Usually experiments present a certain 

variability in the results, which is partially due to the intrinsic material variability 

occurring at different scales. Each single fiber, for example, has different properties, e.g. 

strength, which can be described by a probability distribution. The fiber volume fraction, 

generally considered uniform for unidirectional (UD) materials, shows variations at the 

microscale because fibers tend to pack together with a random arrangement. This results 

in areas where the fiber density is higher or lower with respect to the average value. The 

volume fraction variation due to the random packing of fibers is of particular interest 

because it influences the local material stiffness and local stress distribution, which drive 

the composite failure. Furthermore, fibers present a small angle variation with respect to 

the nominal direction, which affect the local stiffness.  

In this paper, a non-deterministic and multi-scale virtual testing approach for the 

prediction of stiffness and strength of UD composites is presented. In the proposed 

method, the variabilities of fiber strength, fiber volume fraction and fiber misalignment 

are considered at different scales of interest. Several FE models of virtual specimens of 

UD carbon fiber/epoxy prepreg plies are generated and meshed with 3D solid elements. 

For every realization, the local fiber volume fraction and misalignment are randomly 

assigned to each mesh element, accounting for spatial correlation, which were studied in 

[1,2]. Local homogenized elastic properties of each mesh element are derived analytically 

using Chamis formulae [3] based on the local volume fraction in local coordinate systems 

(CS), which depend on the fiber misalignment. The strenght of each element is assumed 

to be equal to the strength of a fiber bundle with the same volume fraction. Hence, the 

strength probability distributions of fiber bundles with different volume fractions are 
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precomputed with a micromechanical model proposed by Swolfs et al [4,5]. The model 

considers bundles of randomly distributed fibers [6,7] and is able to describe the 

propagation of fiber breaks up to the final bundle failure. The generated virtual specimes 

are tested in tension in the fiber direction. As a result, Young’s modulus of the material 

and tensile strength are determined at the ply level together with their scatter. Predicted 

composite Young’s modulus and strength distributions are compared with existing 

experimental data from literature [8].  

In the current formulation, failure modes other than fiber tensile failure are not 

considered. However, this paper is part of a broader research activity aimed to establish 

a non-deterministic industrial multi-scale methodology for the full behavior and damage 

prediction of UD composite materials. One of the outcomes of this work, is to extend the 

capabilities of the VMC ToolKit integrated in the Siemens PLM Software [9] towards 

stochastic effects and computing composite strength. 

The authors acknowledge the FiBreMod ITN project, European Union’s Horizon 2020 

research and innovation programme under the Marie Sklodowska-Curie grant agreement 

No 722626, SIM (Strategic Initiative Materials in Flanders) and VLAIO (Flemish 

government agency for Innovation and Enterpreneurship) for their support of the ICON 

M3Strength project, which are part of the research program MacroModelMat (M3). 
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Thermal fluctuations in fluid dynamics arise from the fact that fluids
are  composed  of  molecules  whose  positions  and  velocities  are
random.  Because  they  span  the  whole  range  of  scales  from  the
microscopic to the macroscopic, fluctuations need to be consistently
included in all levels of description. Fluctuating hydrodynamics is a
powerful  tool  for  modeling  of  nonequilibrium  phenomena  at  the
mesoscale,  where  it  is  no  longer  possible  to  use  fully  atomistic
models, but where fluctuations still need to be explicitly modeled. The
continuum equations of fluctuating hydrodynamics (FHD) are a very
challenging  multiscale,  or  more  precisely,  many-scale  system  of
stochastic  partial  differential  equations.  Fast  sound  wave  modes
(pressure  fluctuations)  make  the  compressible  equations  stiff  and
require the introduction of low Mach number fluctuating models [1,4].
There is often a very large separation of time scales between different
physical processes, for example,  mass diffusion in realistic  fluids is
much slower  than momentum or  heat  diffusion.  Similarly,  there  is
often a large separation of  length scales as well,  for example,  the
Debye length in electrolyte solutions [4] is much smaller than relevant
problem scales. 

This talk will contain a review of our recent work on computational
FHD of complex multispecies liquid mixtures.

In [1] we developed a low Mach number FHD formulation describing
transport  of  mass  and  momentum  in  a  multispecies  mixture  of
incompressible  miscible  liquids  at  specified  temperature  and
pressure. The formulation applies to non-ideal mixtures of arbitrary
number of species, without the need to single out a 'solvent' species.
We studied the development of  giant nonequilibrium concentration
fluctuations in a ternary mixture subjected to a steady concentration
gradient. We numerically studied the development of diffusion-driven
gravitational  instabilities  (triggered  by  thermal  fluctuations)  in  a
ternary  mixture,  and  favorably  compared  our  numerical  results  to
recent experimental measurements in a Hele-Shaw cell.
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In [2] we formulated and studied computationally the compressible
FHD equations for reactive multi-species fluid mixtures. We studied
the  suppression  of  non-equilibrium  long-ranged  correlations  of
concentration  fluctuations  by  chemical  reactions,  as  well  as  the
enhancement of pattern formation by spontaneous fluctuations. In [3]
we  developed  numerical  methods  for  FHD  of  reaction-diffusion
systems.  The  FHD  description  naturally  extends  from  the  regime
where fluctuations are strong, i.e., each hydrodynamic cell  has few
(reactive) molecules, to regimes with moderate or weak fluctuations,
and  ultimately  to  the  deterministic  limit.  We  demonstrated  and
quantified  the  importance  of  thermodynamic  fluctuations  to  the
formation of a two-dimensional Turing-like pattern, and examined the
effect  of  fluctuations  on  three-dimensional  chemical  front
propagation, to show that fluctuations accelerate pattern formation in
spatially homogeneous systems, and lead to a qualitatively-different
disordered pattern behind a traveling wave. In ongoing work that will
be discussed, we propose a low Mach FHD formulation for reactive
mixtures that combines the methods developed in [1]  and [3].  We
study the development of a gravitational instability at the front of an
acid-base reaction, and compare to recent experiments in the group
of Anne De Wit.

In recent work [5], we have formulated and studied computationally
the low Mach number fluctuating hydrodynamic equations for (non-
reactive)  electrolyte  solutions.  This  enables  the  study  of
hydrodynamic  transport  in  mixtures  of  charged  species  at  the
mesoscale, down to scales below the Debye length, where thermal
fluctuations  have  a  significant  impact  on  the  dynamics.  In  the
stochastic  setting,  our  model  captures  the  predicted  dynamics  of
equilibrium  and  nonequilibrium  fluctuations.  We  also  identify  and
model an instability that appears when diffusive mixing occurs in the
presence of an applied electric field. Future work will include chemical
reactions, as required to model charge effects in acid-base reactions,
as well as weak electrolytes.
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A long-term (60 y) water balance of reclamation covers at Syncrude Canada’s Aurora oil 

sands mine in northern Alberta, Canada has been simulated using soil-vegetation-

atmosphere-transfer (SVAT) numerical models. Historically, SVAT models are 

calibrated and validated against short-term (<10y) monitoring data from a single location. 

The calibrated models are used to evaluate the long-term performance of potential cover 

designs using long-term (60 y) historical climate data. Given that these covers are 

constructed over 10s-100s of ha it is to be expected that variability in material handling 

and construction methods will create variabilitiy in soil properties (e.g., saturated 

hydraulic conductivity, Ks). The soil properties are also known to evolve over time as a 

result of vegetation growth, settlement, and weathering processes (e.g. freeze/thaw and 

wet/dry cycling).   

The study site at Syncrude’s Aurora Capping Study (ACS) includes 12 cover designs 

replicated three times (36 one-hectare cells) and constructed over lean oil sands (LOS) 

overburden. A single profile of instrumentation within each cell has been used to monitor 

soil water, soil temperature, and soil suction since 2013. This study focuses on 4 of the 

cover designs which contain the same 3 soil types (salvaged peat and sandy subsoil 

overlying LOS mining waste). SVAT models (i.e., HYDRUS-1D) were calibrated 

indepedendently for each of the replicate cells and for each of 4 alternative cover designs 

(total of 12 calibration data sets), and also undertaken independently for the consecutive 

years of monitoring (2013-2016).   

Five soil parameters (Ɵr, Ɵs, α, n, and Ks) for each soil type (Peat, subsoil, and LOS) were 

optimized using the inverse modelling against the measured soil water contents. The 

differences in the optimized parameter values for the same soil type at the same cell across 

the 4 years were atrributed to temporal uncertainty while the differences in the optimized 

parameters for the same soil type at various locations (i.e., cells) were used to represent 

spatial uncertainty. The optimized values of Ks obtained from the calibration were 

compared with those measured directly at the sites using Guelph permeameter (GP, Kfs 

measurements) and air peameater (AP, K measurements).  

The standard deviation (STD) and coefficient of variance (CV) of all cells and years,  

representing overall parameter variability, is shown in Table 1. The parameter with the 

highest overall uncertainty was Ks, which is indeed known to be a highly variable material 

property. The STD and CV values of each optimzed parameter calculated based on the 

mean of each optimized parameter at each cell were used to represent the spatial 

uncertainty of each model parameter (Table 2). It is clear from Table 2 that the spatial 

variability had the largest contribution to the overall parameter uncertainty for Ks.   

mailto:*msa181@mail.usask.ca


COMUS17 -  Eccomas Thematic Conference -  COMPUTATIONAL MODELLING OF MULTI-UNCERTAINTY AND MULTI-
SCALE PROBLEMS 12 September – 14 September 2017, Porto, Portugal              

 

                                                                                                                  2                                                             

    

                                                                                                                                                                                         

Md. Shahabul Alam, Mingbin Huang, Sidney Lee Barbour, Bingcheng Si 

Table 1. The STD and CV of each optimized parameter using all optimized values at all cells 

Soil ϴr (cm3/cm3) ϴs (cm3/cm3) α (1/cm) n Log (Ks) (cm/d) 

 STD CV STD CV STD CV STD CV STD CV 

Peat 0.027 57.6 0.053 8.9 0.018 36.2 0.105 9.0 0.34 -7.2 

Subsoil 0.019 124.6 0.038 10.4 0.007 24.4 0.202 9.7 0.35 -7.5 

LOS 0.036 55.1 0.052 13.4 0.009 20.6 0.206 11.3 0.76 -11.2 

 

Table 2. The STD and CV of each optimized parameter calculated using the mean at each cell for 

the same material. 

Soil ϴr (cm3/cm3) ϴs (cm3/cm3) α (1/cm) n Log (Ks) (cm/d) 

 STD CV STD CV STD CV STD CV STD CV 

Peat 0.019 41.1 0.050 8.5 0.015 30.3 0.085 7.3 0.28 -6.0 

Subsoil 0.015 98.2 0.036 9.7 0.007 23.6 0.194 9.2 0.34 -7.3 

LOS 0.031 47.0 0.042 11.0 0.007 17.6 0.188 10.3 0.58 -8.8 

 

The variability in Ks as defined by the model optimization can be compared to that defined 

using direct field measurements of Ks using GP or AP. As shown in Figure 1 below, the 

optimized Ks values for peat and subsoil were generally lower than those obtained from 

GP measurements; however, they fall in the same order of magnitude (Figure 1). The 

optimized Ks values for subsoil and LOS were also lower than those measured by the AP 

as explained by Huang et al. (2016), while the optimized Ks values for peat were found 

very similar to the AP measurements. The optimized Ks values for LOS were also similar 

to the GP measured values. Most importantly, the optimized and measured Ks 

distributions are similar indicating that the optimization methods are capturing the same 

degree of spatial variability in Ks as that obtained from the direct measurements of Ks.     

    

Figure 1.  The distributions of optimized Ks, measured field saturated Kfs using GP and K using 

AP for peat, subsoil, and LOS by OKC (OKC, 2013). 

Interstingly, a comparision of the optimized and measured values of Ks obtained for the 

same test cell did not have a strong correlation (R2 < 0.01). This suggests that the variation 

in the Ks values for LOS was occuring over spatial scales smaller than the size of a cell.  
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System Details: 

3D integration has become a popular technique among the system integration community 

to overcome electrical performance and density problems. As the transistor density 

increases, however, it raises new challenges in design of 3D integrated circuits (3D ICs) 

such as modeling, fabrication and thermal management. In order to simulate the electrical 

and thermal performance of the system, a solver using finite volume method has been 

developed to to solve for the voltage and temperature distributions [1]. This electrical-
thermal solver uses 3D nonuniform mesh and domain decomposition to capture the multi-

scale geometries. This is then combined with a circuit solver to estimate temperature 

dependent clock skew. In [2], authors have demonstrated use of Machine Learning, 

namely Bayesian Optimization(BO) for 3D ICs, consisting of stacked dies, interposer and 

printed circuit boards for optimkization. In this paper, we propose a 2-stage BO algorithm 

that acquires necessary parameters to minimize temperature gradient of a 3D IC by 

relying on electrical-thermal solver for simulations. The problem is posed as a 5 

dimenionsal problem which includes heat transfer coeeficient, Thermal Interface Material 

(TIM), TIM thickness, Underfill material and printed circuit board material.  

Bayesian Optimization for Black Box Optimization: 

In majority of black-box systems, including 3D ICs, it is not possible directly to access 

gradient information at a point. In BO based on Gaussian Processes (GP), gradient 

information is not required, hence, it is a suitable and promising candidate for black box 

optimization. In BO, the function to be optimized is represented as a joint, multi-

dimensional GP with a mean (𝜇) function and convariance (K) matrix, given by:  
𝑓(𝒙) = 𝒩(𝜇(𝒙) , 𝐾(𝒙))                                                          (1) 

where x represents the D dimensional input vector and for M observations can be written 

as 𝑥 = (𝑥1, 𝑥2, … , 𝑥𝑀). As it is assumed there is no prior information about the underlying 

function, we use one of the popular kernel functions used in literature, automatic 

relevance determination (ARD) Matern 5/2 function, given as:  

𝐾(𝒙) =  [
𝑘(𝑥1, 𝑥1) ⋯ 𝑘(𝑥1, 𝑥𝑀)

⋮ ⋱ ⋮
   𝑘(𝑥𝑀, 𝑥1) ⋯ 𝑘(𝑥𝑀, 𝑥𝑀)

]    𝑘(𝑥𝑖 , 𝑥𝑗) = 𝜎𝑓
2 (1 + √5 𝑟 +

5

3
𝑟2) 𝑒(−√5𝑟)     (2) 

 

where 𝑟 = (∑
(𝑥𝑖,𝑑 −𝑥𝑗,𝑑 )

2

𝜎𝑑
2

𝐷
𝑑=1  )

1/2

; 𝜎𝑓 and 𝜎𝑑 are hyperparameters of 𝐾(𝒙).  

The traditional approach of BO is obtaining an acqusition function (u(x)) based on pre-
defined strategy and use auxillary optimization on this acquisition function to find the 

new query point, 𝑥𝑀+1. Note that optimizing u(x) doesn’t require additional queries, but 

use the knowledge of previous samples to get a prediction at candidate points using: 

𝜇(𝑥𝑀+1) = 𝑘𝑇𝐾−1𝑓1:𝑀        𝜎2(𝑥𝑀+1) = 𝑘(𝑥𝑀+1, 𝑥𝑀+1) − 𝑘𝑇𝐾−1𝑘                    (3) 
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In [2], a BO algorithm with exponential convergence (IMGPO) [3], is used to optimize 

performance of 3D ICs and its superiority over other methods such as non-uniform 

optimization and pattern search, is shown.  

2-Stage Bayesian Optimization Algorithm: 

The new algorithm we present consists of 2-stages: exploration/exploitation and pure 

exploitation. In the first stage, the sample space is divided into 2 𝐷 regions and candidate 

points, chosen at center of each region, are generated. Then, u(x) is evaluated at candidate 

points and a new region is selected, wich then gets divided furhter into 2 𝐷 regions and 

added to total regions. At each iteration, one of the three popular acquisition functions, 

PI, EI and UCB, are used sequentially, similar to [4]. Then, the acqusition function 

providing ‘largest gain’ is chosen and algorithm continues using this function. The first 

stage remains until it explores a small enough region such that the euclidian distance 

between ‘previous maxima’ and ‘current maxima’ are negligible. Then, the second stage 

starts with this ‘small region’ and ‘best acquistion function’ provided by the first stage 

and finds the global maxima (or minima), with dividing provided along 3 new regions 
along its longest coordinate. The progression of the algorithm for 2-D Branin-Hoo 

function is shown in Figure 1. 

Each function query, corresponding to simulation of a multi-scale, high-dimensional 
system,  requires substantial CPU time. The proposed algorithm is shown to be promising 

for reducing total design time of such systems by converging to the minima with 

minimum function queries, where a decrease of 50 samples compared to IMGPO for the 

3D IC case is possible, as shown in Figure 2.  
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Figure 2: Performance Comparison Figure 1: Flow of Algorithm for Branin function 
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Many have considered the propagation of penny-shaped cracks in brittle materials.  In 
this case, crack growth is typically attributed to the breaking of atomic bonds at the 
crack tip.  In the case of metals, and in particular quasi-brittle metals, plasticity also 
occurs near the crack tip in a region called the process zone.  This plastic region is often 
neglected since modeling atomic bond breakage, dislocation motion, and crack growth 
quickly becomes a very complicated multiscale problem, particularly on the continuum 
scale where micro- and meso-scale mechanisms cannot be explicitly accounted for.    

Additionally, high strain rate (103 s-1 and above) loading can drastically change the 
overall material response.  Constitutive models that can accurately account for material 
strength and damage evolution under high rate loading conditions are essential for 
simulations of explosively-driven systems, hypervelocity impacts, and more generally, 
material deformation and failure under shock wave loading.   

In this work, we focus on development of a constitutive model for fracture in brittle and 
quasi-brittle metals.  In particular, we consider crack growth in these metals under a 
range of loading rates.  We build off of Griffith’s energy criterion [1], which states that 
crack growth will occur in the case that the strain energy released by growth exceeds the 
surface energy required to form new crack surface during growth.  Similar to the 
previous work of Barenblatt [2], Dugdale [3], Rice [4], Olesiak and Wnuk [5], and 
others, we consider a plastic process zone at the crack tip that impacts how the crack 
will grow.  We investigate the varied effect this localized plastic region will have on 
crack growth as the loading rate changes.  This may be responsible for such phenomena 
as the ductile-brittle transition seen in the stress-strain curves of quasi-brittle metals. 
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 The importance of entropy in the structure formation of condensed matters is convincingly 

exemplified by the recent discovery of high-entropy alloys (HEAs) [1]. The determination of 

these alloys’ atomic structures of is considered as the typical multi-uncertainty problem due 

to the extremely random occupations of different elements on the lattice sites. The high 

configurational entropy acts as the decisive role in HEA phase solidification. The atomic 

structure model is commonly created through finding the optimized configuration with the 

minimum system energy for the traditional alloys in theoretical studies. However, the 

maximum entropy configuration in line with the principle of maximum entropy (MaxEnt) 

should be the first consideration in HEAs modelling. The HEAs bulk models had been 

successfully created through MaxEnt principle, and the paracrystalline lattice property of 

these alloys was studied by molecular mechanics simulations [2,3]. In this work, the supercell 

models with periodic boundary condition are created for several quinary and senary HEAs by 

MaxEnt modelling. With the built models, the elastic constants of these HEA alloys are 

calculated by first-principles calculation within the framework of the density-functional 

theory.  

 
 
 Figure 1: Periodic MaxEnt model of 2D AxB1-x (x=0.15) random-substitution alloy. 

 

The procedure of the MaxEnt model building in this study is similar to our previous work 

[3], except that a periodic boundary condition is used to convenience for DFT calculation. 

Figure 1 shows the periodic MaxEnt model of 2D AxB1-x (x=0.15) random-substitution 

alloy in a 20×20 square lattice for an illustration of the technique. A series of n×n×n 

MaxEnt models with n=2, 3, 4 and 5 are created for FCC CoCrFeMnNi and BCC 

AlCoCrFeNi HEAs. The elastic constants of these models are calculated by using the cell-

volume-unrestricted energy-strain method [4]. The elastic constants of the HEA phases are 

obtained from these theoretical results through numerical data interpolation. The synergistic 

effect in the elements movement is observed during the structure deformation under strain 

in these HEA phases.  

This work was supported by the National Natural Science Foundation of China 
(No.51471164) and the National Key R&D Program of China (No.2016YFB0701302). 
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The random finite element method (RFEM) usually combines the random field theory 

and finite element method in the framework of direct Monte Carlo simulation (MCS) to 

perform slope reliability analysis with spatial variation of soil properties. However, the 

approach takes long time to calculate small failure probability (pf) in the slopes. A new 

approach that combines subset simulation and the linked-list sifting method is proposed 

to calculate small pf in the slopes, which consumes much less time than other approaches. 

In the proposed approach, soil properties are first transformed into discretized random 

fields. Next, the discretized random fields are used as input arguments in the linked-list 

sifting computer program to calculate the slope safety factors of initial sample points. 

Then, the conditional sample points are generated based on the initial sample points at 

different levels of subset simulation, which are used to determine the slope failure 

probability. Finally, a cohesive slope example is given to illustrate the effectiveness and 

efficiency of the proposed approach. 

References 

[1]  Au, S. and Beck, J.L., 2001. Estimation of small failure probabilities in high dimensions by 

subset simulation. Probabilistic Engineering Mechanics, 16(4): 263-277. 

[2]  Cheng, Y.M., Lansivaara, T. and Wei, W.B., 2007. Two-dimensional slope stability analysis 

by limit equilibrium and strength reduction methods. Computers and Geotechnics, 34(3): 

137-150. 

[3]  Fenton, G.A. and Vanmarcke, E.H., 1990. Simulation of random fields via local average 

subdivision. Journal of Engineering Mechanics, 116(8): 1733-1749. 

[4]  Griffiths, D.V. and Fenton, G.A., 2004. Probabilistic slope stability analysis by finite 

elements. Journal of Geotechnical and Geoenvironmental Engineering, 130(5): 507-518. 

[5]  Griffiths, D.V. and Lane, P.A., 1999. Slope stability analysis by finite elements. 

Geotechnique, 49(3): 387-403. 

[6]  Huang, J., Fenton, G., Griffiths, D.V., Li, D. and Zhou, C., 2016. On the efficient estimation 

of small failure probability in slopes. Landslides: 1-8. 

[7]  Li, D., Xiao, T., Cao, Z., Zhou, C. and Zhang, L., 2016. Enhancement of random finite 

element method in reliability analysis and risk assessment of soil slopes using Subset 

Simulation. Landslides, 13(2): 293-303. 

[8]  Li, H. and Cao, Z., 2016. Matlab codes of Subset Simulation for reliability analysis and 

structural optimization. Structural and Multidisciplinary Optimization: 1-20. 

[9]  Li, H. and Ma, Y., 2014. Discrete optimum design for truss structures by subset simulation 

algorithm. Journal of Aerospace Engineering, 28(4): 04014091. 

[10]  Luo, X., Cheng, T., Li, X. and Zhou, J., 2012. Slope safety factor search strategy for multiple 

sample points for reliability analysis. Engineering Geology, 129: 27-37. 

[11]  Song, S., Lu, Z. and Qiao, H., 2009. Subset simulation for structural reliability sensitivity 

analysis. Reliability Engineering & System Safety, 94(2): 658-665. 



COMUS17 -  Eccomas Thematic Conference -  COMPUTATIONAL MODELLING OF MULTI-UNCERTAINTY AND MULTI-
SCALE PROBLEMS 12 September – 14 September 2017, Porto, Portugal              

 

                                                                                                                  2                                                             

    

                                                                                                                                                                                         

Xianfeng Luo, Xin Li, Tao Cheng 

[12]  Spanos, P.D. and Ghanem, R., 1989. Stochastic finite element expansion for random media. 

Journal of engineering mechanics, 115(5): 1035-1053. 

[13]  Tee, K.F., Khan, L.R. and Li, H., 2014. Application of subset simulation in reliability 

estimation of underground pipelines. Reliability Engineering & System Safety, 130: 125-

131. 

[14]  Vanmarcke, E. and Grigoriu, M., 1983. Stochastic finite element analysis of simple beams. 

Journal of Engineering Mechanics, 109(5): 1203-1214. 

[15]  Vanmarcke, E., Shinozuka, M., Nakagiri, S., Schueller, G.I. and Grigoriu, M., 1986. Random 

fields and stochastic finite elements. Structural Safety, 3(3-4): 143-166. 

[16]  Zhang, J. and Ellingwood, B., 1994. Orthogonal series expansions of random fields in 

reliability analysis. Journal of Engineering Mechanics, 120(12): 2660-2677. 

[17]  Zhu, H., Zhang, L.M., Zhang, L.L. and Zhou, C.B., 2013. Two-dimensional probabilistic 

infiltration analysis with a spatially varying permeability function. Computers and 

Geotechnics, 48: 249-259. 

 

 

 

 

 

 

 

 

 

 

 



COMUS17 -  Eccomas Thematic Conference -  COMPUTATIONAL MODELLING OF MULTI-UNCERTAINTY AND MULTI-
SCALE PROBLEMS 12 September – 14 September 2017, Porto, Portugal              

 

                                                                                                                  1                                                             

    

                                                                                                                                                                                         

Maenghyo Cho, Kyungmin Baek, Hyunseong Shin 

Two-step computational homogenization of polymer nanocomposites considering 

particle agglomeration 

Maenghyo Cho1,*, Kyungmin Baek2, Hyunseong Shin3 

1, 2, 3Department of Mechanical and Aerospace Engineering, Seoul National University, Republic of Korea 

1mhcho@snu.ac.kr, 2myminvva@snu.ac.kr, 3p2530@snu.ac.kr 

 

Polymer nanocomposites have received a great deal of attentions over the past years and 

been applied in various industrial field due to their high level of thermal and mechanical 

properties. Nanoparticles in polymer composites often form agglomerations rather than 

form well-dispersed. Thus this agglomerations of nanoparticles imposes limitation in 

obtaining enhancement of thermo-mechanical properties reinforced by nanoparticles. As 

many researchers have conducted experiments and atomistic simulations to understand 

the effect of agglomeration, negative effects of agglomeration on the thermo-mechanical 

characteristics of nanocomposites have been reported. In our previous study, we 

quantified the elastic modulus of interphase near nanoparticles considering the degree of 

overlapping of interphase and confirmed that the increased size of agglomeration 

significantly decreases the homogenized elastic modulus of nanocomposites. Therefore, 

it is essential to understand the relation between the overall mechanical properties of 

nanocomposites and nanostructures including the various degree of agglomeration.  

In this study, we investigated the effect of agglomeration on the mechanical behavior of 

nanocomposites using multiscale bridging methodology in which molecular dynamics 

(MD) simulation information is upscaled to the continuum micromechanics scale. We 

define a new index “Clustering density” which represents the degree of nanoparticulate 

agglomeration. We demonstrate this “Clustering density” mainly influences on the elastic 

modulus of nanocomposites. After domain decomposition of a large RVE, 1st 

homogenization analysis is conducted to obtain the homogenized elastic properties of the 

local subcell domain, as shown in Fig. 2. Specifically, 1st homogenization is proceeded 8 

times in the present numerical example. In sequence, global homogenized properties of 

nanocomposites are obtained by the 2nd homogenization process. The proposed two-step 

computational homogenization anlaysis of polymer nanocomposites is compared to the 

direct numerical simulations (DNS) results to verify accuracy and effectiveness of the 

newly proposed model.  

The new index “Clustering density (g)” is defined as below : 

A 1
fp c

max

f f
g

f

 
   

 


                                            (1) 

Here, ffp and fc mean the volume fraction of free nanoparticle’s interphase and 

agglomerated nanoparticle’s interphase, respectively. fmax is the maximum volume 

fraction of interphase and A is normalization constants to make the range of 

clustering density from 0 to 1. Using the “Clustering density” index, we can predict 

the Young’s modulus of nanocomposites as the following form : 

( ) [GPa]b g

compE a e c                                                     (2) 
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Figure 1. The elastic modulus of nanocomposites with different nanoparticle volume fraction 

 
Figure 2. Schema of two step computational homogenization 

Fig. 1. represents the mentioned exponent decay functions of the homogenized elastic 

modulus of nanocomposites including less than 50 nanoparticles. Fig. 2. describes the  

schematic process of two step computational homogenization . 

 We developed new two-step homogenization method combined with molecular 

dynamics simulations to analyze  a large RVE embodying many nanoparticles. This 

model can handle nanoparticle agglomoration effect to predict elastic stiffness of 

homogenized RVE.   
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The method of sharpening tools in the bronze edge has been modified and largely 
improved, being nowadays the most popular process to finish high quality and precision 
mechanical components. Thus, unsurprisingly, the past 40 years the grinding process 
has been the target of an extensive research, especially by modelling and simulation. 
Grinding wheels are complex tools with a structure composed of abrasive grain 
material, a bonding material and pores. The undefined shaped grains do the cutting, 
whereas the bonding material provides cohesion to the ensemble. The grain distribution 
and combined stiffness define the performance of the tool, together with the surface 
topography created by dressing [1]. The ideal model would be the one that could 
combine the granular morphology of the grinding wheel, together with the stiffness 
arisen from the combined work of abrasive grits and binder. 

Implicit numerical tools like the finite element method (FEM) could simulate the 
mechanical behaviour of a heterogeneous body. However, due to the size ratio between 
sharp grits and wheel, as well as the rounded porous network, the creation of an 
adequate extensive mesh. In addition, the adjustment of the constitutive relationships of 
the material would be demanding. The use of multi-scale modelling would decrease the 
size of the model. So far today, nobody has proposed a FEM model of the grinding 
wheel, but the geometrical description [2]. 

Recently, two models based on the discrete element method (DEM) have been 
presented to describe the mechanical behaviour of the grinding wheel [3, 4]. This 
explicit numerical tool tracks the movement of a huge amount of particles and it was 
initially developed for geotechnical purposes. DEM is able to describe naturally the 
random granular nature of the grinding wheel. The assumption of a single discrete 
element representing a single abrasive grit makes affordable the numerical description 
of the complex wheel structure. The bonds and interactions between elements bring 
stiffness to the whole, emerging the macro-mechanical properties of the wheel-body. 
The use of DEM in the modelling of the grinding wheels opens a range of possibilities 
in the simulation of the process.  
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The proposed paper aims to point out the promising path that will follow this novel 
research-line. In this work, a definition of the complex wheel structure is proposed in 
order to represent numerically and, in a great detail, the grinding wheel behaviour. After 
a brief state of the art related to the grinding wheel modelling, the ideal features that 
should comply such model are described. The characteristics that should be taken into 
account are the grain size, the grain geometry, the abrasive volumetric fraction and the 
wheel hardness. The meaning of the wheel hardness is the resistance to release a grit, 
which is indirectly evaluated by the elasticity. The bonds between discrete elements 
(spring or beam) determine the elasticity, and their properties have to be calibrated 
through homogenisation to match the macro-scale mechanical properties of the wheel. 

The model of the grinding wheel is interesting in process optimisation and enhances the 
understanding in wear and deflection behaviour of the wheel. 
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In this study, we investigate the sensitivity of the ignition delay time of n-butanol to 

uncertainties in kinetic rates parameters.  This is commonly addressed using local, first-

order sensitivity methods, which amount to characterizing the local variability due to 

small perturbations in a single (input) kinetic rate parameters.  While these approaches 

can provide effective means of performing an initial screening of key parameters, they 

can suffer from substantial drawbacks.  These include ignoring potentially important 

interactions between different uncertain inputs, i.e. mixed interactions, as well as inability 

to quantify overall variability in selected quantities of interest (QoIs). 

In this work, we rely on a global sensitivity analysis (GSA) approach to overcome these 

drawbacks.  The approach is based on first building a surrogate model of the QoIs.  

Polyomial chaos (PC) expansions are used for this purpose [1–3].  The unknown 

coefficients in the expansion are determined using an adaptive, pseudo-spectral projection 

technique [4].  This amounts to computing the QoIs on a sparse quadrature grid, which is 

anistropically refined in order to achieve a user-defined tolerance in the representation.  

By exploiting the orthogonality of the PC basis, variance-based first-order and total 

sensitivity indices can be readily determined that respectively characterize the direct and 

total contributions of individual input parameters to the total variance in the QoIs. 

The GSA approach is applied to analyze the impact of uncertain rate parameters on the 

combustion of n-butanol in air, for different initial temperature, pressure conditions and 

different equivalence ratios.  The detailed chemical kinetic model of [5], constructed 

utitlizing rate-rule concepts [6], is adapted to this end.  Simply stated, rate rules is a 

systematic approach that estimates the rates of appreciably similar reactions to be the 

same. The n-butanol kinetic model used in this study comprises 30 reaction classes [5], 

which describe both low-temperature and high-temperature kinetic schemes for alcohol 

fuels. Assigned to each of these reaction classes is a uncertainty factor that characterizes 

the variability of the corresponding rate parameter. 

The GSA is first applied to identify the rate rules whose uncertainties dominate the 

variability of the ignition delay time.  Once these dominant parameters are identified, the 

GSA is exploited to reduce the dimensionality of the germ.  Once unimportant rules are 

ignored, an additional layer of detail is introduced, namely by considering the impact of 

individual subrules belonging to the retained rules.  As briefly illustrated below, this 

enables us to explore in a cost-effective fashion variability source at different levels. 
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We first consider a 30-dimensional stochastic germ in which each random variable is 

associated with one reaction class. A forward propagation of uncertainty is first used to 

propagate this uncertainty to the predicted QoIs. We find that the ignition delay time is 

mostly sensitive to variations in four major reaction classes, namely, H-atom abstraction 

from the fuel (reaction class 2), addition of O2 to the fuel radicals (reaction class 11), fuel 

radical isomerization including Waddington type reaction mechanism (reaction class 15) 

and concerted eliminations reactions (reaction class 16).  This result enables us to focus 

our attention on the four dominant reaction classes, and the validity of this restriction is 

ascertained by repeating the analysis for a four-dimensional germ, and verifying that the 

statistical properties of the ignition delay time are accurately captured using a the four-

dimensional germ. 

We then examine the subrules falling within these reaction classes. Reaction class 2 

includes 11 subrules depending on the atom abstracting from the fuel. Hence, abstraction 

can occur by H, OH, O, O2, HO2, CH3, HCO, CH2OH, CH3O, CH3O2 or C2H5. Reaction 

class 11 comprises of 3 subrules based on the abstraction site being primary, secondary 

or an 𝛼–site. Reaction class 15 includes 11 subrules determined by the transition state 

ring type (5, 6 or 7-membered), the nature of the C–H bond (primary, secondary, 

secondary with 𝛼–ROO or secondary 𝛽–ROO) and waddington reactions. Lastly, since it 

does not include any subclass, reaction class 16 is kept as one reaction class. We 

investigate the sensitivity of ignition delay time due to variability in the rate parameters 

of the 26 subrules at various stoichiometric conditions, initial temperatures in the range 

700–1000K, and initial pressures in the range 20–80 bar. The global sensitivity analysis 

shows that at all the temperature and pressure conditions considered, uncertainties in HO2 

abstraction dominate the variability of the ignition delay time, even though abstraction by 

OH is the primary consumption pathway for the alcohol fuel.  Additionally, at 700 and 

800 K, the important subrules in reaction classes 11 and 15 are abstraction from the 𝛼–
site and the 𝛼–ROO radical undergoing a 6-membered transition state ring isomerization 

at a secondary C–H bond site, respectively. 
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The Mathematical models of complex flows, arising for example in reservoir  engineering 

or water pollution dispersion prediction, are naturally of multi-scale and parametric 

character. They combine effects on multiple scales of space, ie. microscopic material 

features like porosity with macroscopic influences like external pressures or well 

placement. It is often impossible to know the exact material properties at every given 

point in the computational domain, but rather a statistical distribution needs to be 

assumed. 

Our Localized Reduced Basis Multi-Scale Method (LRBMS) is especially well suited for 

the computational efficiency requirements arising from multi-query scenario like 

uncertainty quantification or optimization with its blending of accuracy enhancing multi-

scale and parametric forward-solve accelerating reduced basis methods. 

As a part of the German Science Foundation's Strategic Priority Programme 1648 

“Software for Exascale Computing (SPPEXA)” project EXA-DUNE our goal is to 

develop a multi-level parallelization strategy for the LRBMS. 

In this contribution we present strong and weak scaling benchmarks of our heterogeneous 

pyMOR/EXA-DUNE (Python/C++) software stack on a large scale supercomputer.  
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The design and manufacture of high quality products with a minimum of costs requires 

robust design optimization techniques, developed to allow the determination of design 

solutions non-vulnerable to production tolerances, parameters drift, etc. [1]. In this 

context, the increasing competition within the aeronautical and automotive industries 

brings new challenges in the quality and robustness of the manufactured products. Robust 

design of sheet metal forming processes is a concept with special interest for Portuguese 

and European industry, since the aim is to reduce the scrap rate of this type of forming 

process. 

Finite element analysis (FEA) is now a well-established computational tool in industry 

for understanding the mechanics of forming process and predicting the regions prone to 

the occurrence of defects. However, the optimisation of such processes is typically based 

on deterministic approaches, excluding the variability inherent to material properties, 

geometry and process parameters, which may have significant effects on the forming 

quality, leading to non-robust solutions. On the other hand, arbitrary confidence intervals 

are commonly used to integrate variability effects, which can lead to overly conservative 

or inconsistent designs of the sheet metal forming processes. Some authors integrated 

statistical descriptions of different sources of variability within FEA for screening the 

sensitivity of predictions to the selected parameters variability (e.g. [2, 3]). Coupling this 

sensitivity analysis with optimization and statistical metamodelling tools, such as the 

Response Surface Methodology (RSM), enables the definition of ranges for FEA input 

parameters (material, geometry and process) most likely to lead to the desired outputs, 

i.e. components without defects for an large operation window. In this context, due to the 

large number of parameters involved, One-Factor-at-a-Time (OFAT) and Design of 

Experiments (DOE) experiments are used for screening the most influent factors (i.e. 

input parameters) in a process [4], with the main purpose of simplifying the construction 

of metamodels by negleting the effect of the least relevant factors. However, the choice 

of the screening method and its statistical analysis have an impact on the number and type 

of factors identified as being relevant to a specific forming process, which directly affects 

the definition of the metamodels and the subsequent evaluation of the process robustness. 

This work presents a numerical study on the influence of variability in the mechanical 

properties and initial thickness of metal sheets, in the springback and maximum thinning 

predicted for a sheet metal forming process. For this purpose, a mild steel alloy was 

selected as reference material and the U-rail drawing process was considered. The factors 

concerning the material properties selected for this study were: Young’s modulus, E; Y0, 

C and n of the Swift hardening law and the anisotropy coefficients r0, r45 and r90 [5]. The 

stochastic variability of all factors was described by a probabilistic Gaussian distribution, 

with well defined mean and standard deviation values. Firstly, OFAT, Plackett-Burman 
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and 1/16 Fractional Factorial Design were tested for the screening design [6], performed 

using FEA results of the U-rail process, at two levels of blankholder force: 4.9 and 19.6 

kN. Statistical analyses based on index of influence were performed for each screening 

design approach, to identify the most relevant factors, concerning the occurrence of 

springback and thinning in the forming process [2]. The comparison of the diferent 

screenning design approaches indicates that they can lead to simliar results, as shown in 

Figure 1, or to the selection of different factors, depending on the index of influence under 

analysis. This is also influenced by the approach selected to determine the most relevant 

factors. Then, RSM metamodels were built using Central Composite Designs [2], which 

allows establishing analytical relationships between the identified relevant factors and the 

responses (springback and thinning) and, consequently, evaluate the response variablity.  

(a) (b) 

 

 

Figure 1. (a) Comparative screening analysis for maximum thinning with blankholder force 

equal to 4.9 kN: OFAT vs. Plackett-Burman vs. 1/16 Fractional Factorial designs. In all designs, 

the values of the indexes of influence obtained for the material parameters n and C are above the 

selected threshold of 5% (defined by the dashed black line), thus only n and C were considered 

for the definition of the RSM metamodel; (b) RSM metamodel establishing the analytical 

relationship between maximum thinning and n and C parameters. 
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Compact heat transfer devices like microchannel heat sinks and micro heat exchangers, 

as well as microreactors and other microfluidic devices often contain fluid flow systems 

consisting of spatially periodic solid structures.  These spatially periodic solid structures 

appear as fin or tube arrays for instance, with the purpose of enhancing the performance 

and compactness of the device.  

However, such spatially periodic solid structures usually do not result in an optimal 

design. The performance and compactness of a fluid flow system can be significantly 

improved by optimizing the lay-out and shape of its solid material through topology 

optimization [1-4]. The solid material then does no longer have to be distributed in the 

form of spatially periodic structures. Instead, the topology, i.e. the material distribution 

of fluid and solid, is determined by an optimization algorithm. 

The current topology optimization methods for fluid flow systems are nearly all based on 

direct numerical simulation (DNS) of the flow equations. Therefore, they require to 

resolve the flow field on a very fine mesh when the flow features change over a length 

scale much smaller than the overall length scale of the flow system. Since the flow 

systems that emerge from topology optimization typically consist of (tree-like) branched 

channels with small-scale solid structures in between [5,6], the need for a fine mesh is the 

rule rather than the exception. Unfortunately, the required mesh fineness often leads to a 

huge computational cost, making topology optimization methods based on DNS 

infeasible for the practical design of many flow systems. 

A second problem is that the current topology optimization methods frequently yield flow 

system designs which are too difficult to manufucture. Complex topologies with many 

degrees of freedom like branched channels with small-scale solid structures in between 

are in general more difficult to manufacture than arrays of spatially periodic solid 

structures.   

To circumvent the former two problems, we present a macro-scale topology optimization 

method for flow systems consisting of an array of solid structures with a fixed shape and 

position, but with a varying size. By optimizing the size of each solid structure, the 

method allows us to maximize the hydraulic performance of the flow system for a desired 

material volume, hence compactness. As the minimal and maximum size of each solid 

structure are taken into account as design constraints, the manufacturability of the 

optimized design can be ensured.    

Instead of relying on DNS, the presented method relies on solving the spatially filtered 

Navier-Stokes flow equations [7] to obtain the macro-scale flow field through the array 

of solid structures. The macro-scale flow field contains only the average flow features 
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occuring over a length scale larger than the characteristic size of a single solid structure. 

The detailed flow features occuring over smaller length scales are not resolved, but their 

effect on the macro-scale flow is modelled via an interfacial force. That way, our 

approach requires a much coarser mesh than DNS. 

The macro-scale topology optimization method is applied to a flow system composed of 

solid cylindrical tubes. In order to optimize the diameter of each solid cylinder, the 

interfacial force is approximated from the Ergun equation [8]. The results of our method 

are compared to a pipe bend problem similar to that of Borvall et al. [1]. 
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A wide variety of composite components that has the open-shell geometry or smooth panel 

shape, are widespread in aircraft structures. The open-mould forming technology, which is the 

most suitable for components with such geometry, use of only one mould surface, over which the 

layers of reinforcing fibres or fabric are tightly placed. Then a mould packed with a raw material 

is placed into a vacuum bag made of a flexible plastic film embracing the surface of the lay-up, 

and a vacuum-tight bag together with a mould is disposed in an autoclave [1, 2]. The first stage 

of this cure cycle consists of increasing the temperature at a controlled rate up to the start of resin 

fluidization and dwelling at this temperature until the minimum resin viscosity is reached. Such 

an isothermal hold is applied at the stages of resin fluidization as well as at the process completion 

to allow the temperature distribution to become more uniform, especially in large components 

with thickness variations. At the end of cure cycle after resin vitrification, the temperature is 

slowly reduced while the laminate is still under pressure. The trial-and-error approach to the 

tooling design and cure process development that causes the high cost of advanced composites, 

especially for the large composite structures can be overcome by the use of process modelling or 

simulation that can predict a desired tooling and process design window. Such a process model 

should correctly describe a number of coupled physical and chemical phenomena, including heat 

transfer, thermal, kinetic and rheological properties of material transformation during cure parts 

of complex shape, and should take into account different constraints imposed by the process 

equipment, material properties, etc. 

We present the model-based technique and results of the cure process optimization of large 

CFRP panel with dimensions ~20*2.5 m, thickness 4…8 mm, which has a number of longitudinal 

reinforcing stringers. Our study consisted of the following phases. In order to determine the 

thermal and kinetic properties of the used prepreg the dynamic DSC tests have been carried out 

using NETZSCH equipment at the heating rates 0.8…1.5 deg/min. On the base of DSC study all 

six parameters of autocatalytic equation  

 nm

RT

E
A

RT

E
Adt  

























 1expexp 2

2
1

1
,    (1) 

which adequately describes resin cure at the varying heating rate, have been identified using 

numerical technique of evolutionary computing. In Eq.1 degree of cure α is defined by the 

relationship tQQ totexo    between actual value of exothermal heat Qexo and enthalpy Qtot 

of cure reaction; 21, EE  are the activation energies, R is the universal gas constant, T is the Calvin 

temperature, m, n are the reaction orders, and t  is time. As the further results of kinetic model 

identification the enthalpy Qtot =0.105 MJ/kg of cure reaction and dependence of specific heat 

capacity (in J/(kg•K)) on degree of cure were found  

 5502300pC .    (2) 

DEA testing results of the prepreg that describe the transformation of the resin rheology during 

cure then have been analyzed to determine the temperatures of both isothermal holds. Geometry 
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of the cured part together with a mould made of thick-walled CFRP has been redesigned to 

exclude some topological imperfection, and exported to the finite element soft package. The 

forward cure modeling system for the prepreg cure consists of coupled heat transfer  

 
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0

///

exo

mcmcmc

Q
TktTC     (3) 

and kinetic equations (1), whose coefficients depend on the temperature and degree of cure.  

To facilitate the finite element meshing the thermal resistance and thus the presence of the 

vacuum bag thin film were neglected, whereas release film separating prepreg and upper surface 

of mould was substituted by the special boundary condition 

          ,; sudsnstusdusnstd RTTTTkRTTTTk  nn  

 (4) 

where 

sdLsdLsuss TTTTkdR   |;|; 0 ,    (5) 

un and dn  are the normal vectors to the upper and lower boundaries of the film layer, sd  is the 

film thickness, and sT  is the auxiliary variable, which is determined inside virtual layer only.  

In order to find an appropriate finite element meshing and indicative values of the time integration 

step, several segments were cut from a while panel (see Fig. 1). All boundary conditions 

corresponded to the two-stages heating in autoclave.  

 

Figure 8. An example of segment that was cut from a whole panel for the preliminary testing 

FEM model. 

The results of these preliminary simulations then have been used at the finite element 

implementation of forward problem of whole panel curing process in Comsol Multiphysics 5.2 

environment. For the whole FEM model of the cured panel the numbers of degree of freedom are 

for the heat transfer subtask 303,758 and for the thermal kinetic one 232,584. Computation time 

for one set of the design variables using distributed FEM solver and 4-core I7 computer is 1.5 hrs. 

Assuming a two-stage cure cycle, we varied the duration of the first and second heating up 

and also the duration of two dwelling sections to provide the minimum objectives: averaged 

variations of the cure degree and temperature gradient, which were calculated by integration 

within the cured part. The maximum durations of each cure stage, the whole cure cycle and 

temperatures at the first and second isothermal holds are constrained. Optimum area in a four-

dimensional design space has been visualized by the set of its two-dimensional projections with 

the contour lines that determine the values of the objectives. 



COMUS17 -  Eccomas Thematic Conference -  COMPUTATIONAL MODELLING OF MULTI-UNCERTAINTY AND MULTI-
SCALE PROBLEMS 12 September – 14 September 2017, Porto, Portugal              

 

                                                                                                                  3                                                             

    

                                                                                                                                                                                         

Presenting Author, Second Author, Third Author 

The suggested approach allows understanding the complex nature of curing phenomena in a 

large composite part with complex geometry, measuring the maximum achievable process 

quality, finding values satisfying the constraints imposed by the control law parameters, and 

making a reasonable decision on the choice of such values. 
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The direct numerical computation of acoustic noise (Direct Noise Computation, DNC) 
generated by fluid flows offers a number of advantages compared to a hybrid approach, 
in which both fields are solved independently. In DNC, hydrodynamics and acoustics are 
solved in a coupled manner which allows the detection and numerical representation of 
intricate interactions between both fields, e.g. feedback loops which generate tonal noise 
[1]. However, this approach  intrinsically requires the resolution of the disparate length 
and time-scales of non-linear turbulent production and the acoustic propagation, making 
DNC a challenging example of a multiscale problem.

In recent years, high order Discontinuous Galerkin (DG) methods have gained significant 
attention as baseline schemes for multiscale problems. Due to low numerical 
approximation errors, geometric flexibility and excellent high performance computing 
capabilities, they have been successfully applied to large multiscale simulations. An 
open-source framework based on a computationally efficient variant of the DG method 
has been developed by the Numerics Research group and has been successfully applied 
to DNS and LES of turbulent flows [2, 3]. In particular, this framework has proven its 
capabilities for DNC in predicting acoustic feedback loops in complex geometries [1]. 
However, due to the strong non-linear processes involved,  the occurrence of acoustic 
feedback phenomena are highly sensitive to turbulence, geometry details and the quality 
of the numerical scheme and its generation is still not fully understood. Therefore, our 
aim is to develop an uncertainty quantification (UQ) framework based on the existing 
deterministic flow solver to examine the influence of uncertain factors. 

In a first step, we focus on non-intrusive methods, while an approach based on a stochastic 
Galerkin expansion of the solution will follow later. Among the non-intrusive approaches, 
we have implemented an efficient variant of the Monte Carlo (MC) method. In this multi-
level MC approach, different levels of spatial discretization of the same deterministic 
problem with random initial or boundary conditions are generated. The total number of 
sample computations is then distributed among these levels, with most of the 
computations being conducted on the cheapest,  i.e. coarsest level. The basic idea is to 
capture stochastic moments with a high stochastic resolution on the coarse levels, and to 
correct them with evaluations on the finer grids. In this talk, we will present this 
framework and its coupling to the high performance DG code and discuss the influence 
of the chosen sample number estimators on overall efficiency. 

This framework will be applied to a 2D open cavity flow problem in which an acoustic 
feedback mechanism evolves. While in this configuration, the prediction of the 
frequencies of the feedback loop is well understood, the sound pressure level of this tonal 
noise is highly sensitive to uncertain geometry and various flow parameters. In our 
investigations, we will introduce uncertainties into the geometric configuration (cavity 
aspect ratio, downstream edge shape) and flow parameters. At the conference, we will 
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discuss the sensitivity of the hydrodynamics and pressure spectra with respect to the 
uncertain input. For example in a preliminary study we have chosen an uncertain viscosity 
in a 2D open cavity MLMC simulation. Results of the expectation and variance of the u 
velocity component are given in the figures below.

Finally we will present the convergence behavior of the sample distribution estimator. 
This framework will serve as a baseline for future developments. We plan to include gPC 
methods as well as develop an intrusive SG approach. 
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Figure 1: Expecation of velocity u Figure 2: Variance of velocity u
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Oberkampf et al. [1] have developed a comprehensive nomenclature to describe the nature 
of non-determinism as it occurs in design and verification procedures in modern 
engineering reality when developing advanced structures. In the assumption that the 
model and the numerical procedures which are used are correct, non-determinism is 
considered on model parameters only. They distinguish between on the one hand 
epistemic uncertainty, also simply called uncertainty, when knowledge is insufficient or 
information is incomplete, and on the other hand aleatory uncertainty, also called 
variability, when system characteristics vary from one realisation to another one or from 
one condition of utilisation to another. Different numerical formalisms are proposed to 
handle both categories [2]. Conditions of epistemic uncertainty with insufficient 
information require a non-probabilistic approach, either using interval arithmetic or with 
fuzzy analysis. Conditions of aleatory uncertainty occur when scatter on model 
parameters over different realisations is well quantified, in all aspects, including 
correlation between different model parameters, and in such case probabilistic analysis is 
viable. Probabilistic approaches are obviously preferred as they allow for statistical 
interpretation of the result, such as probability of failure.  It is observed however that 
many engineering practitioners, both in the scientific community and in industry, 
consciously or unconsciously adopt a probabilistic procedure although probability density 
functions (pdf) are not fully validated and complemented with subjective data, such as 
assumptions on the nature of the pdfs, on the magnitude of the coefficients of variation 
or on cross-correlations between different model parameters.  Results are then unreliable. 

Composite materials have been developed as lightweight solutions for demanding 
structural applications. There are many types of fibre reinforcements, in a uni-directional 
arrangement, in weaves, braids, knits, ...  Not only the structure is designed but also the 
material needs to be designed for a specific application, paying attention to a wide range 
of criteria, which are often related to each other.  Not only the structural strength and 
stiffness need to be verified, also the appropriate production process must be selected.  
This involves a wide range of design parameters.  Typical applications like aircraft 
structures, automotive structures, sports goods, ... are usually subject to very strict 
performance requirements, implying that uncertainty and scatter need to be taken into 
account in the analysis and qualification processes.  Scatter occurs at different levels of 
the composite material, inside the representative volume element (RVE) and also over a 
range of several RVEs. 

Schuëller et al. [3] call upon material scientists to establish a validated data base for a 
realistic representation of such a complex, multi-parameter system. This paper presents 
the general approach and successive steps to build random virtual specimens, which are 
subsequently used to evaluate the spatial variation in a carbon fibre reinforced 2/2 twill 
weave. The paper focusses on the quantification of variability in the geometrical 
representation of the fibre reinforcement architecture, with a particular focus on warp and 

mailto:straumit.ilya@kuleuven.be
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weft tow paths, tow cross-sections and their aspect ratios. A correct representation of the 
materials geometry and properties can only be achieved by (i) collecting enough 
experimental data on the spatially correlated random fluctuations of uncertain tow path 
parameters and (ii) deriving probabilistic information for the macroscopic properties from 
the lower scale mechanical characteristics.  

Experimental data are collected of the random geometrical structure of the woven textile 
composite. Tow path properties are analysed on the short- and long-range, i.e. spanning 
several unit cells. The spatial variation of each tow parameter is decomposed in non-
stochastic, periodic systematic trends and non-periodic stochastic fluctuations. The 
systematic trend represents the average behaviour of the tow parameter, while the 
stochastic characteristics are given in terms of the standard deviation and correlation 
length. Cross-correlations are taken into account, a cross-correlated series expansion is 
used, based on a Karhunen-Loève decomposition, as proposed by Vorechovskỳ [4]. In 
the final step, WiseTex models are generated. WiseTex [5] is a pre-processor for the 
generation of virtual 3D models of textile composites. The pre-processor prepares for the 
generation of finite element models for the mechanical analysis of composite structures. 
The statistics of the virtual models which are generated match all statistical characteristics 
of the hardware samples, both in short range and in long range. 

The procedure is applied to a carbon fibre reinforcement system with a complicated 
architecture. Figure 1 shows the µCT image of the cross-section (top) and a WiseTex 
model of one of the samples which is generated (bottom). Statistics of the full set of the 
generated samples match the statistics of the experimental data set. 
Figure 1: cross-section of the carbon fibre reinforced material in warp direction: µCT scan (top) 

and virtual sample (bottom) 
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Multilayer fibre-reinforced composite structures are conceived as a complex design 

arranging fibres and matrix properties. In order to model their behaviour, a number of 

material parameters, which may not be known deterministically, need to be taken into 

account. This is the main reason why, over the last decades, extensive research has been 

devoted to the development of non-deterministic models to describe the uncertain input 

parameters. In this context, recently, several non-probabilistic approaches have gained 

popularity as alternative tools for modeling uncertainties when experimental data are 

not sufficient to define the Probability Density Function requested by classical 

probabilistic methods. In this framework, the interval model [1] has proved to be a very 

useful tool when only information on the range of variability of the uncertain properties 

is available. Moreover, the sources of uncertainty exhibit significant spatial variabilities, 

from a macro-mechanical point of view, due to the variations in the individual lamina 

properties. 

The aim of this study is to formulate an Interval Finite Element Method (IFEM) for the 

static analysis of laminated composite structures and to implement it into the 

commercial software ABAQUS. In order to take into account their intrinsic spatial 

variability, uncertainties are described by using the interval field model [2], recently 

introduced in the literature as a natural extension of the random field concept, based on 

the so-called Improved Interval Analysis (IIA) [3].  

The bounds of the interval static response of composite structures with uncertain 

properties modeled as interval fields are evaluated through a Response Surface 

approach [4], which requires a certain number of deterministic analyses at selected 

sampling points. Such analyses are efficiently performed within the ABAQUS software 

framework, taking advantage of the User Material (UMAT) subroutines, coded in 

FORTRAN language. In order to demonstrate the efficiency of the proposed IFEM, 

numerical results concerning composite structures with uncertain lamina properties and 

an example of three point bending test validated experimentally are included. For 

validation purpose, appropriate comparisons with the exact bounds of the interval 

response provided by a time-consuming combinatorial procedure, known as vertex 

method [5], are carried out. 

One of the main advantages of the proposed IFEM is that the analysis of complex 

composite structures with spatially varying interval properties can be efficiently 

performed by exploiting the potential of the commercial FE software ABAQUS. 
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In [1], a mathematical model of a magnetostrictive energy harvester was proposed. In 

essence, the harvester consists of a Galfenol rod forming the core of a coil that is 

immersed in a bias magnetic field. If a periodic mechanical stress is applied to the 

Galfenol specimen, an electric current is produced in the coil. To describe the hysteresis 

of the material, the original harvester model [1] exploits the Preisach operator defined by 

means of a density function identified from measurements [1,2]. The use of the Preisach 

operator slows down the computations, especially if the harvester model serves as a state 

equation that is repeatedly solved in an optimization loop or in an uncertainty 

quantification problem.  

Since the amount of hysteresis is small in Galfenol [2], a simplified, non-hysteretic 

material model was developed and its parameters identified in [3]. The material model 

outputs satisfactorily correspond to the values obtained by measurements. The harvester 

model is then represented by a nonlinear differential equation without the Preisach 

operator. 

The fundamental parameter of the material model is g, a function of one variable that 

appears in the expression for the magnetization curve as well as for the magneto-elastic 

curve and that is considered uncertain. The uncertainty is modeled by a fuzzy set G, that 

is, by an admissible set of crisp functions that is fuzzified by a membership function. 

Unlike the common approach to uncertain functions where the membership function 

value is based on a norm of the direct difference between an admissible function and a 

given function associated with the possibility degree one, a model-based fuzzification is 

applied. The membership function value is determined by the difference between the 

material model magnetic and magneto-elastic response and the measured Galfenol 

magnetic and magneto-elastic curves. In detail, the function g that minimizes the least 

squares difference between the material model response and the measurements has the 

possibility degree one. If the minimum least squares difference is relaxed by a parameter 

α, then parameters g belonging to an α-dependent set are allowed to represent the material 

model and, as a consequence, to determine the output of the energy harvester model. The 

α-dependent range of the harvested energy defines an α-level cut of the fuzzy harvester 

output. 

The membership function of the harvester output is calculated by solving worst- and best-

case energy harvesting scenario problems defined on a sequence of  α-level subsets of the 

admissible set G that are determined by α-dependent bounds on magnetic and magneto-

elastic response of the material model. 



COMUS17 -  Eccomas Thematic Conference -  COMPUTATIONAL MODELLING OF MULTI-UNCERTAINTY AND MULTI-
SCALE PROBLEMS 12 September – 14 September 2017, Porto, Portugal              

 

                                                                                                                  2                                                             

    

                                                                                                                                                                                         

Jan Chleboun, Ielizaveta Kholmetska, Pavel Krejčí 

Although this approach is computationally more demanding than the norm-based 

fuzzification, it is more natural because it links together the available information 

(measurements) and the material model response to assess the uncertainty in the energy 

harvester model output. 
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 We have derived from first principles the equations of hydrodynamics near a solid wall, valid for 

the study of the nanoscale. We generalize Dynamic Density Functional Theory ( DDFT) by 

including not only the mass density field as in usual approaches to DDFT, but also the momentum 

density field of the fluid. In this new theory, the fluid moves according to a set of non-local 

hydrodynamic equations that include explicitly the forces due to the solid. These forces are of 

two types, reversible forces emerging from the free energy density functional, and accounting for 

impenetrability, and irreversible forces that involve the velocity of both the fluid and the solid. 

These forces are localized in the vicinity of the solid surface. The non-locality of the equations is 

due to the non-locality of the transport coefficients, which are given explicitly in terms of Green-

Kubo formulae.  

We particularize this general hydrodynamic DDFT for simple fluids to the case of slit nanopores 

with planar flow configurations. In this simple geometry, only a reduced number of non-local 

transport coefficients (wall friction, slip friction, and viscous friction) are needed in this planar 

configuration. The continuum hydrodynamic equations for a fluid in a slit nanopore are 

discretized into bins. This allows us both, to compute explicitly the Green-Kubo expressions for 

the non-local transport coefficients, and to solve numerically the continuum hydrodynamic 

equations.  

The Green-Kubo formulae are computed from the time correlations of the force density , and the 

stress tensor of each bin. The phase functions trajectories are obtained from extensive Equilibrium 

Molecular Simulations of a slit nanopore with 10nm(length between planar walls) for a fluid 

reduced density of 0.24, 0.61, and 0.81. The non-local transport show the high space correlation 

of the slip friction coefficient at a density function. These Green-Kubo transport coefficients are 

subsequently used for the explicit numerical solution of the discrete hydrodynamic equations. A 

initial non-equilibrium profiles of the plug flow form are allowed to decay towards equilibrium. 

Non-Equilibrium Molecular Dynamics simulations and the predicted flow from the discrete 

hydrodynamic equation are then compared, with excellent agreement, with a complete prediction 

of the slip velocity of the system. 
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A hybrid model based on a probabilistic approach [1], [2] and an Eulerian model [3], 

[4], was developed to study the multiphase flow and multicomponent transport in 

porous materials.  The Eulerian model describes the multiphase flow using mass 

balance equations of each phase at the representative elemental volume (REV) scale. In 

the probabilistic approach, an evolution equation of the probability density function 

(PDF) of a transported scalar is developed, accounting for non-equilibrium mass 

transfer phenomena, a Fokker Plank - type equation. The aim of this paper is to extend 

the general framework for this alternative modeling approach to α-components, 

accounting for non-equilibrium mass transfer phenomena such as dissolution, diffusion 

and adsorption/desorption [5], [6]. 

The Eulerian model is discretized with the finite volume method (FVM). The numerical 

solution of the resulting non-linear set of equations provides pressures and saturations 

evolution for each grid block [3].   

On the other hand, the PDF equation is solved using the Lagrangian stochastic particle 

method (SPM) [7], [8]. The SPM is based on a set of stochastic particles accounting for 

the mass of the phase it belongs to. Each stochastic particle represents the mass 

components of each phase in the porous medium [7], such as hydrocarbons, 

nanoparticles, polymers, surfactants, among other scalars.  Here each particle may have 

associated one o several scalar properties, e.g., mass, concentration [7],[9], temperature 

[10], etc.   

The deterministic and probabilistic approaches are coupled as follows: phases velocities 

are calculated from pressure and saturation fields (deterministic) and further transferred 

to the SPM. Velocity is used to do advance particles in the physical space. Then, 

particles are evolved in the compositional space and their composition is used for 

estimating mass transport properties (diffusion and dispersion coefficients), mass 

transfer models coefficients thermodynamic, and thermodynamic properties. These 

properties are transferred to the FVM solver where pressure and saturations are 

reevaluated. The process is repeated until the convergence criterion be fulfilled, for each 

time step. 

Various one and two-dimensional numerical experiments demonstrate that with 

appropriate stochastic rules the particle solutions are consistent with a standard two-

phase Darcy flow formulation [7].  
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Localization and homogenization conditions for electro-mechanically coupled problems 
are recently derived in Ref. 1. Moreover, two scale homogenization procedures were 
also proposed for electromechanical solids at, both, small deformation (Ref. 2) and 
finite strains (Ref. 3). However, these approaches are limited to static analysis and, 
unfortunately, most of electromechanical devices operate under dynamic loading. 
Extension of the multilevel finite element techniques to dynamic applications leads to a 
huge computational cost not available in the current practise. At the same time, a lot of 
research focuses on development of reduced order modeling procedures for MEMS and 
NEMS applications. These approaches present several advantages: mainly, they allow 
to include effects of parameter uncertainties in the design and to optimize energy 
harvester performances (Ref. 4 and Ref. 5).  
In this paper, a computational approach for multi-scale and multi-uncertainty modeling 
of energy harvesting devices under environmental vibration is proposed. Three different 
levels are considered within a bottom-up approach: micro, macro and system level 
scales. Transition from micro to macro quantities is based on Hill's energy principle 
while we show that transfer from macro to system level variables is possible if special 
conditions are satisfied at the macroscale.  
A vibration based energy harvesting device is used to assess the capability of the 
proposed computational procedure. Stationary and non-stationary base excitations are 
considered and the uncertainty levels due to intrinsic randomness are assessed in terms 
of displacement and output voltage responses. At the same time, since the overall state 
space description is based on lumped coefficients enriched with information derived by 
the multiscale simulations, micro and macro stress/strain and electric potential 
distributions are also predicted with a good accuracy.   

References 

[1]  Schroeder J., 2009. Derivation of the localization and homogenization conditions for 
electro-mechanically coupled problems. Comput. Mater. Sci., 46, (3), pp. 595-599. 

[2]  Schroeder J., Keip M. A., 2012. Two scale homogenization of electromechanically coupled 
boundary value problems. Comput. Mech. 50, pp. 229-244. 

[3]  Keip M. A., Steinmann P., Schroeder J., 2014. Two scale computational homogenization of 
electro-elasticity at finite strains. Comput. Methods Appl. Mech. Engrg., 278, pp. 62-79. 

[4]  Nayfeh A. H., Younis M. I., Abdel-Rahman E. M., 2004. Reduced-Order Models for 
MEMS Applications. Nonlinear Dynamics, Vol. 41, Issue 1, pp. 211-236. 

[5]  Bechtold T., Schrag G., Feng L., 2013. System-Level Modeling of MEMS. Wiley-VCH 
Verlag GmbH & Co. KGaA. ISBN: 9783527319039. 



COMUS17 -  Eccomas Thematic Conference -  COMPUTATIONAL MODELLING OF MULTI-UNCERTAINTY AND MULTI-
SCALE PROBLEMS 12 September – 14 September 2017, Porto, Portugal              

 

                                                                                                                  1                                                             

    

                                                                                                                                                                                         

Presenting Author, Second Author, Third Author 

THERMO – HYDRO – MECHANICAL MODEL OF MULTIPHASE FLOW IN 

HYDROCARBON RESERVOIRS WITH NON-EQUILIBRIUM MASS 

TRANSFER PHENOMENA 

 

  López, E.A.1,*, Mejía, J.M.2, Chejne, F.3 

  1Dinámica de flujo y transporte en medios porosos, ealopez@unal.edu.co 

2Dinámica de flujo y transporte en medios poroso, jmmejiaca@unal.edu.co 

3Termodinámica aplicada y energías alternativas, fchejne@unal.edu.co 

 

Multiphase flow in a porous materials, such as hydrocarbon reservoirs, depends on 

geometrical, petrophysical, operational variables and thermodynamic/transport fluid 

properties as well. Thermo-Hydro-Mechanical (THM) models emerged in the last 15 

years for dealing with these strongly coupled phenomena having a profound impact on 

the flow behavior, and hydrocarbon production in oil and gas reservoirs.  However, recent 

incremental production strategies such as chemical recovery methods using polymers, 

surfactants, alkalis and, more recently, nanofluids, involve additional phenomena not 

accounted for in the THM models. These phenomena includes adsorption, desorption, 

dissolution, aggregation and other. The problem becomes more complex when these mass 

transfer phenomena has a dynamic behavior, i.e. components evolve in the multiphase 

system under non-equilibrium conditions.  The general picture of these systems result in 

multiscale & multiphysics problem [1], [2], [3].   

Subsequently, a theoretical treatment for non-isothermal and non-equilibrium transport 

and deformation phenomena in saturated porous media is presented in this work.  The 

model accounts for multiphase and multicomponent transport in porous media, where 

temperature, pressure and stresses fields act on the system.  The model equations are 

based on three laws: Mass conservation, energy conservation and mechanical 

equilibrium, as follows: 

- In the mass balance equations, a multicomponent approach is followed.  Three 

compressible phases (oil, brine and gas) are present, where partial miscibility of 

gas in both water and oil is included [1], [2]. In addition, phases are expressed in 

terms of components existing in one or more phases.  These components can be 

hydrocarbons, nanoparticles, polymers, surfactants, etc. Components from one 

phase can be transferred to other phases by any mass transfer mechanism, such as 

adsorption, dissolution, etc. Mass transfer phenomena can occur under 

equilibrium or non-equilibrium conditions. 

- The geomechanical constituent is a poro-elasto-plastic model, which considers 

both lineal and non-lineal elastic and plastic behavior of the solid phase (little 

local deformations are assumed for a given time-step) [4] – [9].  A failure 

criterion, such as the Cam – Clay or Drucker – Prager criteria [10], is used for 

yield point identification.  

- In the energy transport equation, a local thermal equilibrium between solid and 

fluid phases is assumed. Energy transport mechanisms include advection and 

diffusion [8], [9], [11].  
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Each equation contains terms that accounts for the interaction with other equations, 

generating a strongly coupled model. In addition, constitutive equations must be specified 

in order to develop a strategy for the numerical solution [10], [11].   

When dynamic transfer mechanism are specified, the numerical solution strategy must 

face two problems: i). The number of partial differential equation increases; ii). Multiple 

time-scales are present because different mass transfer time-scales exist and these might 

be different from the flow time-scale. The paper address a general algorithm for dealing 

with such a problems.  

The contribution of this paper is focused to the description and knowledge of transport in 

porous media. Specifically, it presents the general form of flow equations, related to 

flowing phases and components equation, considering mass transport phenomena under 

non-equilibrium state such as: sorption, dissolution, aggregation, deposition, etc. 
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In this abstract, we will discuss and compare solving SDEs using the stochastic spectral 

methods. As in [1], there are, at least, two chaos expansions. The first is the Wiener-Itȏ 

expansion (WIE) or it is also known in the literature as Wiener-Hermite expansion (WHE) 

, [2]. The second expansion is the Wiener Chaos expansion (WCE), suggested in [3]. 

In WHE, the basis functions are the white noise processes and the solution process is 

written as an infinite series of iterated Itȏ integrals. Practically, the expansion is truncated 

after few 1M  terms according to the required approximation [4] : 
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In WCE, the basis functions are Wick polynomials 
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, each polynomial is the tensor 
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expanded as a sum of a product of deterministic kernels ( )u  and 
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Where J  is the set of all multi-index vectors   with K  integers such that N  . The 

mean and variance are computed as [5]: 

  ( 0)E u u       and     
2

( )

0

[ ]Var u u 



  

We can notice that WHE basis is a limit of WCE basis with infinite number of random 

variables included implicitly in the white-noise functions. This is an advantage since 

WHE is truncated in one dimension only (number of terms 1M   in the chaos expansion), 

while WCE is truncated in two dimensions (the number of random variables K  and the 

highest order N  of Wick polynomials).  
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WHE produces a system of integro-differential equations in the kernels ( )ku  while WCE 

produces a regular system of differential equations in the kernels ( )u  . In both techniques, 

the resulting deterministic system will be coupled if the SDE is nonlinear and/or the noise 

term is of multiplicative type. The resulting system using WHE is more complicated and 

it can be simplified using some techniques e.g. perturbation technique [6]. 

In both techniques, the equivalent deterministic system is obtained by writing the solution 

in its chaos expansion and then multiplying by ( ) ;0kH k M   in WHE or ( ) ;T J   

in WCE and take the expectation . As an example, let us consider the geometrical 

Brownian motion SDE, 

  ( 0) ( 0)

0( ) ; (0) (0)kdu
L u r u uW t u u u

dt

        

Where the white-noise ( )W t = ( ) /dB t dt  and L  is a linear operator. Applying both 

techniques as above to get the following equivalent deterministic system. 
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Where ; 1im i   is a set of orthonormal basis [5]. In both techniques, we can notice that 

the mean kernel is affected directly by the Gaussian kernel(s) which in turn affected by 

higher-order non-Gaussian kernels. The resulting deterministic system can be solved 

using any suitable analytic or numeric scheme, see for example [7]. 

 

References 

[1]  Holden, H., Øksendal, B., Ubøe, J., Zhang, T., 2010. Stochastic Partial Differential Equations 

A Modeling, White Noise Functional Approach. Springer-Verlag, New York. 

[2]  Imamura, T., Meecham, W., Siegel, A., 1965. Symbolic Calculus of the Wiener Process and 

Wiener–Hermite Functionals. Journal of Mathematical Physics,  6, 695-706. 

[3]  Cameron, R.H., Martin, W.T., 1947. The Orthogonal Development of Non-linear 

Functionals in Series of Fourier–Hermite Functionals. Annals of Mathematics, 48, 385–392. 

[4]  El-Beltagy, M.A., El-Tawil, M.A., 2013. Toward a Solution of a Class of Non-Linear 

Stochastic perturbed PDEs using Automated WHEP Algorithm. Applied Mathematical 

Modelling, 37, 7174–7192. 

[5]  Luo, W., 2006, Wiener Chaos Expansion and Numerical Solutions of Stochastic Partial 

Differential Equations. Ph.D. thesis, California Institute of Technology, Pasadena, 

California, United States. 

[6]  El-Beltagy, M.A., Al-Johani, A.S., 2013. Higher-Order WHEP Solutions of Quadratic 

Nonlinear Stochastic Oscillatory Equation, Engineering, 5, 5A, 57-69. 

[7]  Lord, G. J., Powell, C. E., Shardlow, T., 2014. An Introduction to Computational Stochastic 

PDEs. Cambridge University Press, New York. 



COMUS17 -  Eccomas Thematic Conference -  COMPUTATIONAL MODELLING OF MULTI-UNCERTAINTY AND MULTI-
SCALE PROBLEMS 12 September – 14 September 2017, Porto, Portugal              

 

                                                                                                                  1                                                             

    

                                                                                                                                                                                         

Presenting Author, Second Author, Third Author 

Multi-Scale Stochastic Damage Model and Its Application to Shearwall Structure 

Xiaodan Ren1,*, Decheng Feng2, Jie Li3 

  1Tongji University, rxdtj@tongji.edu.cn 

2South East University, dcfeng@seu.edu.cn 

  3Tongji University, lijie@tongji.edu.cn 

 

Concrete is the most used construction materials in the world. When subjected to external 

loads, cracks propagate within concrete and the structures degrade. The most adopted 

model for the degradation modelling of concrete is the damage model. On the other hand, 

concrete is heterogeneous in its nature. Thus the behaviors of concrete is rather different 

even for the specimens cast from the same batch of concrete. This could be considered as 

the randomness of concrete. To handle the degradation and randomness of concrete in a 

unified model, the stochastic damage model is proposed. The micro-cracking of concrete 

is considered by the rupture of micro-element. The distributive cracking is considered by 

a random field described by the marginal probability density function and correlation 

function. The evolution of damage, which represents the degradation of stiffness in the 

macro-level, is developed based on a filtered random integration over the random field. 

We have 

  
1

( )D H dA
A






  x   (1) 

To determine the stochastic damage evolution in Eq. (1), a random functional method is 

proposed. The random field ( ) x  is condensed into two random variables by the random 

functional method. And the stochastic nonlinear analysis of concrete structures could be 

easily performed. 

Based on the proposed stochastic damage model and implementation scheme, a shear wall 

is simulated as a numerical example. The stochastic damage evolution of concrete yields 

random responses of structure. According to the results, we could observe the suppression 

and exaggeration of randomness between material level and structural level. And the 

evolution of probability density is a perfect tool to represent the evolution randomness 

within nonlinear system. 
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Virtual testing has been widely recognized as of great importance in designing and 

evaluating an engineered product. In many engineering problems, the construction of a 

computational model for virtual testing starts by deriving an ordinary differential equation 

(ODE) governing the physics of interest. Since there inherently exist uncertainty and 

complexity in reality, the ODE-based computational models in a deterministic form fail 

to emulate accurately the behaviors of the engineered product. The uncertainty effects 

thus have to be taken into account to improve the predictive capability of the ODE-based 

computational model, indicating the necessity of ‘engineering analysis and design under 

uncertainty’. Despite advances in uncertainty quantification and propagation methods, 

however, there is still a great need for a systematic framework that elucidates (1) how to 

consolidate the effects of different kinds of uncertainty in the input quantities on the 

output responses, (2) how to incorporate uncertainty arising from conscious 

approximations in modeling, lack of data, and being incognizant of incomplete 

knowledge. The primary objective of this study is thus to make steps forward to a 

comprehensive understanding of the uncertainty effects on the predictive capability of the 

ODE-based computational model in accordance with uncertainty analytics. This 

uncertainty analytics provides taxonomy to classify and identify the source and type of 

uncertainty in engineering analysis and design. The source is divided into ‘physical’, 

‘model form’, and ‘statistical’ uncertainty, while the type includes ‘aleatory’ and 

‘epistemic’ uncertainty. Depending on the awareness of the existence, epistemic 

uncertainty is further divided into ‘recognized’ and ‘unrecognized blind’ uncertainty. The 

contribution of this study lies in that we provide an insightful guideline on how to manage 

uncertainty in the decision-making process for developing the engineered product in a 

cost-effective manner. 
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This paper focuses on the postbuckling behaviour of single layer graphene sheets 

(SLGS) at nanoscale. In order to study this topic, molecular dynamics (MD) models of 

graphene sheets were developed. The shhets have rectangular shape with dimensions 

(L=300 Å, W=150 Å), aspect ratio L/W=2, 18000 carbon (C) atoms, armchair and 

zigzag configurations, and have all edges simply supported. The LAMMPS software 

was used, the AIREBO potential was adopted for C-C bonds, Lennard-Jones 12-6 

potential was used for non bonded C atoms, the Nosé-Hoover thermostat at 300 K 

temperature was considered and the NVT ensemble was adopted. Regarding the loading 

procedure and MD simulations, an initial equilibration was considered (MD with 

TS=0.5 fs + 10.000 TS to stabilize SLGS, each structural analysis comprises 2.000 MD 

simulations (increments), the increment is a displacement of 0.1 Å imposed at both (top 

+ bottom) boundaries of SLGS (L= - 0.2 Å / increment), the MD simulation has 

10.000 TS, each TS= 1 fs, and the strain energy was recorded and averaged for the last 

3.000 TS. The MD results comprised the variation of energy with the compressive 

strain, the variation of compressive force with the imposed displacement, and the failure 

modes. Figures 1 and 2 show the force-displacement curves and failure modes of SLGS 

with similar aspect ratio (L/W=2) but different chirality (armchair vs. zigzag). 

 

Figure 1. Force-displacement curve and failure mode of armchair SLGS with aspect 

ratio L/W=2 
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Figure 2. Force-displacement curve and failure mode of zigzag SLGS with aspect ratio 

L/W=2 

The results show that the critical buckling load is approximately the same for both cases 

(armchair and zigzag) but the buckling mode shape is markedly different: the armchair 

SLGS buckles in 11 halfwaves with very short wavelength while the zigazag SLGS 

buckles in 5 halwaves with moderate wavelength. The initial postbuckling behaviour is 

also similar for both SLGS, being stable because the load increases with the increasing 

displacement. However, for compressive strains beyond 7% the different mode shape 

has a severe impact on the postbuckling behaviour: the armchair SLGS keeps its stable 

behaviour (positive slope of force-displacement curve) while the zigzag SLGS shows a 

secondary bifurcation and the mode jumps into another mode with a single halfwave, 

which has no postbuckling stiffness and strength. A limited study was also performed to 

investigate the effect of aspect ratio on the postbuckling behaviour of SLGS. It was 

shown that increasing the aspect ratio L/W leads to an unexpected increase of the 

critical buckling load but also to a decrease of the postbuckling strength of the SLGS, 

regardless the SLGS chirality. 
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Abstract 

This contribution presents a new implementation of a multi-scale, multi-model stochastic-

deterministic coupling algorithm, with a proposed parallelization scheme for the construction of 

the coupling terms between the models. This allows one to study such problems with a fully 

scalable algorithm on large computer clusters, even when the models and/or the coupling have a 

high number of degrees of freedom. As an application example, we will consider a system 

composed by a homogeneous, macroscopic elasto-plastic model and a stochastic heterogeneous 

polycrystalline material model, with a volume coupling based on the Arlequin framework. 

Introduction 

Coupling methods, in general, allow the study of multi-scale systems, taking into account the 

different physical processes at each scale. These methods can be classified in several different 

types, depending on the desired application. Methods like the VMS [1] and the HMM [2], and 

similar others, are used when themacro-scale's model parameters are not known, but depend on 

the micro-scale over the whole domain. They can be classified as embedding methods, with the 

VMS enriching the macro-scale with the micro-scale model over element patches, and the HMM 

altering the quadrature evaluation of the weak formulation. If, on the other hand, the macro-scale 

quantity of interest depends on the micro-scale only over a part of the former's domain, more local 

methods are used. Examples include the non-overlapping domain decomposition methods. They 

are derived from domain decomposition techniques developed to solve numerically PDEs over 

large-scale computer clusters [3], and they are used when the coupling is done overan interface 

between the models. 

For overlapping domains, still in the context of a limited domain coupling, methods based on 

volume couplings can be used, such as the Arlequin framework [4,5,6] and the bridging domain 

method [7]. They keep the same weak formulation as the other methods but differ from the 

interface methods by defining a volume coupling over the overlapping domains. These methods 

differ mainly on the choice of this coupling term. In both cases, the coupling matrix is built using 

an intermediary mesh, constructed by meshing the geometrical intersections between the elements 

of the macro and micro domain meshes. Finally, methods such as Nitsche method [8] have points 

in common with both the interface and volume couplings. There is a volume overlap between the 

models, but the formulation defines the coupling over an interface between the overlapping 

domains only. 

Generally speaking, the coupling step is not parallelized for methods following the formulations 

above. In many cases, this is justified because the mediator space is smaller when compared to 

the models associated with it. However, as a consequence, even when the parallel 

implementations associated to each of the numerical models scale well, the serial coupling step 

breaks this scalability of the algorithm as a whole. Previous works using the coupling algorithms 

and parallelism focused on simulating several couplings 

between a single global model and many local models, with each coupling being associated to 

one processor [6]. Here, we use a different approach, and present a version of the Arlequin 
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framework with a parallelized and scalable coupling step. The consideration of the coupling of 

deterministic and stochastic models is done in [9,10].. As an example of this implementation, we 

study a coupled system formed by a macroscopic and homogeneous elasto-plastic model and a 

polycrystalline material model (see illustration below). While we focus on this example here, this 

framework – and thus this implementation – can be applied to other cases involving multi-scale 

physics, such as the ones cited above. Similarly, we insist that, while we focus here in the Arlequin 

framework, the parallelization scheme presented here is applicable to any coupling methods using 

similar formulations. 
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Much research has been conducted to handle two major sources of uncertainty that the retail 

industry faces—customers’ demand and suppliers’ leadtime (see, e.g., Zou et al. [1], Dolgui et al. 

[2]). These uncertainties result either in stock-outs or over-stocks, and cause massive losses to the 

retailers every year. We consider the effect of competition between a firm (retailer) and its 

supplier on their decisions. The supply chain parties interact via a wholesale price contract with 

risk sharing via penalties paid by the supplier to the firm for early/late supplies.  Both the demand 

for products and the delivery leadtime are stochastic. We use Nash and Stackelberg scenarios to 

model the competition with a game theoretic approach depending on the level of information 

available to the supply chain parties. The Stackelberg scenario assumes the supplier is the leader. 

This power balance reflects a supplier who is aware of the retailer's operational data, and therefore 

is able to assess the retailer’s behavior, but not vice versa. The Nash scenario implies the supply 

chain parties are fully transparent. In both approaches the firm determines the order quantity and 

the planned delivery time, whereas the supplier controls the accuracy of the deliveries.  

We find that supplier’s leadership has no effect on the supply chain equilibrium only if the system 

conditions are such that the demand is known and an order should be placed as soon as possible. 

Further, our computational experiments unexpectedly show, the Stackelberg solution, and 

therefore information assymetry, may be more profitable for both supply chain parties, i.e., it is 

pareto-improving. We also find that by agreeing to greater compensations for early and late 

deliveries, the supplier may increase its expected profit as well as the profit of the entire supply 

chain, thereby coordinating it. 

 

 

 

References 

[1]  Zou, X., Pokharel, S., Piplani, R., 2004. Channel coordination in an assembly system facing   

uncertain demand with synchronized processing time and delivery quantity. International 

journal of production research 42(22), 4673-4689. 

[2]  Dolgui, A., Ammar, O. B., Hnaien, F., Louly, M. A. , 2013. A state of the art on supply 

planning and inventory control under lead time uncertainty. Studies in Informatics and 

Control 22(3), 255-268.Geers, M., 1997. Experimental Analysis and Computational 

Modelling of Damage and Fracture. Ph.D. thesis, Eindhoven University Of Technology, 

Eindhoven, The Netherlands. 



COMUS17 -  Eccomas Thematic Conference -  COMPUTATIONAL MODELLING OF MULTI-UNCERTAINTY AND MULTI-
SCALE PROBLEMS 12 September – 14 September 2017, Porto, Portugal              

 

                                                                                                                  1                                                             

    

                                                                                                                                                                                         

Ismail Caylak, Alex Dridger, Eduard Penner, Rolf Mahnken 

Comparison between stochastic and possibilistic evaluation of rubber materials 

Ismail Caylak1,*, Alex Dridger2, Eduard Penner3, Rolf Mahnken4 

  1Chair of Engineering Mechanics (University of Paderborn), caylak@ltm.upb.de 

2Chair of Engineering Mechanics (University of Paderborn), dridger@ltm.upb.de 

3Chair of Engineering Mechanics (University of Paderborn), penner@ltm.upb.de 

4Chair of Engineering Mechanics (University of Paderborn), mahnken@ltm.upb.de 

 

Components and structures, e.g. made of adhesives, polycristallines and composites, are 

heterogeneous. This heterogeneity leads to uncertainties in the system response, whereby 

various causes can be responsible for this. In this work, we restrict ourselves to 

uncertainties due to fluctuating material parameters. When assessing the reliability of 

components and structures, uncertainties are distinguished into aleatoric and epistemic 

uncertainty [1]. The aleatoric uncertainty can be regarded as a stochastic uncertainty. This 

means that the statistics are known for stochastic quantities. Epistemic uncertainties, on 

the other hand, arises due to a lack of knowledge, i.e. due to incomplete and/or imprecise 

information. The aim of this contribution is to compare both kinds of uncertainty. For the 

aleatoric uncertainty, the mechanical system must be described by stochastic partial 

differential equations (SPDEs). The solution of the mathematical problem can be done 

numerically using the stochastic finite element method (SFEM). A widely used numerical 

simulation method for solving SFEM is the Monte Carlo method [2,3] which results into 

significant computational effort. An alternative method to reduce the computational 

effort, is the spectral stochastic finite element method (SSFEM), which was proposed by 

Ghanem and Spanos [4] and presented in a comprehensive monograph by Ghanem and 

Spanos [5]. This method is based on polynomial chaos expansions (PCE), which allows 

one to  represent a random variable as Fourier series of orthogonal polynomials. For 

elastomers, we refer to [6] where the SSFEM for large deformation problems is proposed.  

The epistemic uncertainty requires a non-stochastical approach. Interval FEM and fuzzy 

FEM (FFEM) [7] are methods to comprise the epistemic uncertainty in the simulation. In 

the interval FEM the uncertainties in the design variables are expressed by interval values 

and the interval arithmetic technique is used to solve the equation system in the interval 

FEM. The design variables in the FFEM are characterized by fuzzy sets and membership 

functions, respectively, which were introduced to represent data and information 

possessing non-statistical uncertainties.  

The ensemble of both types of uncertainty is referred to as imprecise probability and is 

able to deal with sparse experimental informations. Zadeh [8] introduced the possibility 

theory based on the fuzzy set theory which was further developed by Dubois and Prade 

[9] in order to deal with imprecise probabilities. According to [9]  the possibility theory 

constitutes the simplest uncertainty theory devoted to the modeling of incomplete 

information, and thus, forms a suitable approach in order to deal with sparse experimental 

information for design variables such as material parameters in the (fuzzy) finite element 

method. 

Our work describes the stochastic and possibilistic evaluation of the stochastic and fuzzy 

modeling of Ogden’s material model at large deformations. The statistics for stochastic 
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evaluation are given from experiments of rubber materials. For possibilistic evaluation 

only sparse experiments are available. The stochastic modeling is based on PC expansion, 

which requires statistics of material parameters. In the possibilistic approach, material 

parameters are interpreted as possibility distributions where one of them encodes a family 

of probability distributions which may occur considering the sparse information of the 

experimental data. To this end, the probability-possibility transformation is applied to get 

the required possibility distributions of material parameters. Furthermore, in this work 

the dependencies between material parameters for both methods will be considered. A 

comparison with real experimental data will show to what extent both methods agree with 

reality. 
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Computer modeling is widely used in science and engineering to study systems of interest 

and to predict their behaviour. These systems are usually multiscale in nature, as their 

accuracy and reliability depend on the correct representation of processes taking place on 

several length and time scales [1]. Such multiscale complex systems are inherently 

stochastic. Moreover, measurements for model parameters, model validation, or initial 

and boundary conditions can never be made with perfect accuracy, thus, such data 

inevitably contain uncertainties [2].  

In Uncertainty Quantification (UQ), we distinguish between intrusive and nonintrusive 

methods to estimate uncertainty in model results [3]. Intrusive methods are efficient and 

relatively easy to apply to linear model [4]. This, however, represents only a relative small 

class of models. They can be applied to non-linear models as well, but solution of the 

resulting equations may become very demanding. Nonintrusive methods can be applied 

to any type of non-linear models. However, these methods usually require a very large 

number of model runs [5], which may prohibit using such nonintrusive methods. 

We propose an efficient semi-intrusive UQ method for multiscale models with well 

separated temporal scales, where we reduce the number of samples for the 

computationally intensive part of multiscale models, i.e. micro scale sub-model (the fast 

dynamics). In contrast to [6] and [7], in the presented semi-intrusive approach there is no 

need to perform any modification of the sub-model solvers, but we use the information 

about the multiscale model structure (Figure 1).  

 

 

Figure 1. From Black box to Semi-Intrusive Uncertainty Quantification by applying the 

knowledge about the multiscale model structure 

 

We demonstrate our strategy with a nonintrusive quasi-Monte Carlo method and an 

intrusive Galerkin method on two case studies based on Reaction-Diffusion dynamics 
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with random inputs: an one dimensional system with fast diffusion and slow reaction, and 

a multiscale Grey-Scott model.  

We conclude that our approach allows to decrease sufficiently the computational time of 

UQ in the case of uncertain response for a relatively low-dimensional model as in the first 

case study. The response of the Grey-Scott model is highly irregular with respect to the 

uncertain inputs. Moreover, that case study was done in a two-dimensional space. Yet, 

we still achieved a significant decrease in computational time together with a maximum 

error in variance about 12% as compared to the UQ using nonintrusive quasi-Monte 

Carlo. 
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Graphite components are commonly used as reflectors as well as core supporting 

structure in high temp gas-cooled reactor and are of great importance to the safety of the 

reactors. As a quasi-brittle material, nuclear graphite shows a large scatter in strength. 

The probabilistic approach based on weakest link is therefore well suited to evaluate the 

safety of the graphite components and has been employed in design of graphite internals 

in HTR. The calculated probabilities of failure (POF), however, are affected by many 

factors, including the procedure of the calculation, material properties for both 

unirradiated and irradiated graphite, and methods to analysis the stress in graphite 

components under reactor environment. To investigate the influences of these factors, a 

numerical model which is able to consider the material properties change of graphite 

under irradiation was developed to analysis the stresses of graphite components in the 

reactor. The POF using different group criterions were calculated and the uncertainties of 

material properties due to the measurement of the irradiated sample were investigated. 

The results indicated that the POF was highly sensitive to the group criterions. The 

grouping method based on grain size is over conservative for fine-grain graphite 

compared with that based on size of fracture processing zone (FPZ). POF calculated using 

the strength distribution of unirradiated graphite is generally higher than that using 

irradiated graphite as the strength of irradiated graphite is increased significantly. 
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ABSTRACT 

Composite materials have met increasingly interest in industry specially in 

lightweight construction (for example, in automotive and aerospace applications) due to 

their special properties compared to the conventional structural materials [1,2]. 

However, they are characterized by having a brittle failure, i.e. typically they have no 

ductility, which possibly may limit their usage. A ductile failure of a composite material 

is desired, like in the metallic materials, which present yielding after the elastic region 

followed by an increasing of the strength. Hybridization is a key factor to introduce a 

designated pseudo-ductile behavior [3] in the fiber reinforced composite material. The 

hybridization here consists in the use of two different types of fibers (with different 

failure strains or strengths) embedded in a polymer matrix with the goal of improving 

overall composite properties and performance. The present work analyzes and optimizes 

this hybrid fiber reinforced composite based on failure analytical models. Ultimately 

one discovers the optimal mix of fiber materials which produces a ductile behavior in 

the composite material when it is subjected to a tensile load. 

To predict the failure of the composite materials, two different analitycal models 

developed by Tavares et al. [4,5] are used in this work, which are coupled with 

optimization algorithms. The first model considers a bundle composed of two different 

fiber types, without matrix, named by hybrid tows. To account for the presence of the 

matrix, a second analytical model is used here, based on the multiple fragmentation of 

the fibers. Despite the simplicity of these failure models, they are very useful to work on 

a correct parameterization of the response curve of the hybrid composite subject to 

uniaxial traction. A parameterization of that response is strictly necessary for its control 

and consequent optimization to achieve the desired pseudo-ductile response. One 

proposes here four parameters which fully characterize the response. These parameters 

are included in optimization problems formulated here either using a multi-objective 

function or a weighted sum of objective functions. The final goal is discovering the 

optimal mix of the base constituents of the hybrid composite. 

As regards the nature of problem design variables, two different types of 

optimizations are performed here using the aforementioned analytical failure models. 

Firstly, one formulates and solves a discrete optimization problem and then a 

continuous one. In the discrete problem the objective is to find, from a database of 20 
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pre-defined fibers available in the market, the optimal match of fibers for hybridization 

achieving outstanding pseudo-ductile behavior. In the continuous problem, the objective 

is discovering the properties of the fibers that could be considered ideal to produce the 

greatest pseudo-ductile behavior. These two types of optimizations are performed here 

using typically the Genetic Algorithm (GA) as the optimizer. 
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According to experiments, mechanical properties of natural materials like engineered 

wood require a statistical description to be realistic. In conventional simulations on a 

deterministic model, the statistical distributions are replaced by measures like mean 

values or characteristic values. Although computation along these lines is straightforward, 

reduction in information may lead to a large modelling error. In a non-deterministic 

simulation, reduction of the data may not be needed. A Monte Carlo type simulation uses 

a sample of problems to be solved, e.g., by the finite element method. Therefore, a 

statistical simulation means just a set of deterministic simulations. One of the issues is 

the scale dependency of the material property statistics which needs to be somehow 

accounted for in the numerical method used. 

The practical way to include the effect of scale in finite element simulations uses the 

material property statistics as the function of scale. Although finding the representation 

experimentally is too expensive, use of computational homogenization is possible. A 

simplistic model for a fiber network, suitable for additive manufacturing and direct 

testing, is used as an application example. The planar material consists of elastic bands 

crossing in right angles. First, computational homogenization on a micromechanical 

model is used to derive the rigidity statistics as function of scale defined by the size of 

the RVE (Representative Volume Element). After that, equations of plane stress elasticity 

and the finite element method are used to predict behavior on a scale and geometry where 

the direct use of a micro-mechanical model is not possible.  
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In the case of volumetric compressors, and specially the compressor Roots tri-lobes, the 

thermo-mechanical modeling highlights several physical phenomena and multi-scale 

problems. tri-lobe Roots compressor, we opted for a numerical modeling but for which 

physical parameters are integrated analytically. In this study after having refine the mesh 

especially in the contact areas, we observed that the criterion of von taken after a full rotor 

turn reaches the value 1168 Mpa. The two indispensable variables are temperature and 

thermal flow. The two studied phenomena are conduction (surface to surface) and 

convection (surface to fluid). 

For these reasons several parameters are highlighted, such as temperature, heat flux, the 

nature of the materials, the rotational speed of the rotors, etc., to solve this type of 

mechanical and physical problem. 

 

The objective of this work is to provide a model for a better understanding of the thermo- 

mechanical phenomena responsible for any premature system damage and validate the 

thermal system. In the thermal system the heat flow is increased, the temperature 

increases until it stabilizes at 106.7 ° C inside stator after n iterations and 100°C outside 

stator. The majority of the amount of heat flow on the complete thermo mechanical model 

is removed from the stator side. 

Key words: Compressor, FEA, simulation, thermo- mechanical 
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This work employs a sphere-to-flat contact configuration for the analysis of elasto-plastic 

strains and abrasive wear. The behaviours of the maximum contact pressure and the wear 

depth are presented as well as the comparison between numerical predictions and 

measured specimen profiles. For the numerical analysis, the enforcement of the contact 

constraints is performed using a mortar frictional contact formulation coupled with 

appropriate finite element technology for the evaluation of large inelastic strains. 

Moreover, a model for yield surfaces capable to provide correct values of stresses under 

both traction and shear is employed within the setting of plasticity for a cyclic loading 

condition. The experimental data is obtained from abrasive wear tests. The main objective 

is to access the influence of the constitutive model on the evaluation of the wear 

phenomena. The analysis of results is performed for six different loading configurations 

and includes all stages of deformation ranging from elastic contact through elasto-plastic 

deformation to finite deformation plastic contact. The results shown that a better 

evaluation of the shear stresses leads to a significant improvement of the wear depth 

prediction.  

Keywords: Contitutive modeling, Plasticity, Wear, Frictional contact. 
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Most numerical models for engineering applications include uncertainties caused for
example, from load, geometry or material properties. Two types of uncertainties may be
distinguished,   aleatory   uncertainties   due   to   random   phenomena   and   epistemic
uncertainties due to a lack of knowledge or data [1]. Input variables have generally both,
aleatory and epistemic uncertainties. Probability bounds analysis may be used to model
such mixed uncertain variables. The probability of an event is here not described by a
unique function [2] but within an upper and a lower bound, which form a probability­
box   (p­box)   distribution   function.   Such   models   require   huge   numerical   effort   [3].
Therefore, collocation and projection methods may be proposed to improve numerical
efficiency.

In this work, a stochastic finite element analysis for an elasto­plastic problem involving
uncertain   constitutive   parameters   is   implemented.   The   underlying   random   field   is
modelled by a p­box. Amongst possible numerical approaches [4], nested collocation
scheme, where samples are chosen within a certain lattice construction is examined [5].
The algorithm is tested with one­ and two­dimensional examples and verified by Monte
Carlo simulation.
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In order to predict the behaviour of the investigated system in a computational way, the 

corresponding numerical model has to be properly calibrated. In other words, parameters 

of the mathematical model of the system have to be estimated as accurately as possible 

to obtain realistic predictions. Parameter identification of a heterogeneous material model 

can be formulated as a search for probabilistic description of its parameters providing the 

distribution of the model response corresponding to the distribution of the observed data. 

The underlying uncertainties differ according to whether a source of nondeterminism is 

irreducible or reducible [1]. Our goal is to quantify aleatory uncertainty which 

corresponds to real variability of properties in the heterogeneous material, while 

epistemic uncertainty is supposed to be reduced by any new measurement. 

This contribution focuses on two principally different approaches to solving the stochastic 

inversion problem. The first one is focused on information involved in the experimental 

data and description of their corresponding joint probability density function based on 

principal component analysis [2] simultaneously defining the searched joint distribution 

of the parameters. This method does not allow to distinguish between epistemic and 

aleatory uncertainties but it does not require any preliminary assumptions about specific 

type of parameters’ density function. On the other side, there is increasingly popular 

Bayesian inference which enables to estimate the model parameters together with 

corresponding epistemic uncertainties from indirect experimental measurements [3]. 

However in case of a heterogeneous material model, the identification procedure has to 

be able to quantify the aleatory uncertainties capturing the variability of the material 

properties. By prescribing a specific type of probability distribution with corresponding 

uncertain statistical moments to the model parameters, the task changes to the 

identification of these so called hyperparameters of the distribution which can be inferred 

in Bayesian way [4]. 
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I. INTRODUCTION 

The research subject is a small, lightweight unmanned aerial vehicle (UAV) made of 

expanded polypropylene (EPP) foam. During the production process, the foam shrinks. 

This causes variability in the geometry of the wing, which influences the flight 

behavior. The goal of this research is demonstrate this through four quantities that 

characterize flight performance: lift, drag, pitching moment and rolling moment, which 

are determined using computational fluid dynamics (CFD).  

II. METHODOLOGY 

An efficient method for uncertainty quantification is found with the Polynomial 

Chaos method. The investigation is divided in two parts: the first consists of the analysis 

of a 2D flow problem, namely the flow over a MH60 airfoil. A Monte Carlo method is 

used as baseline. The results of this investigation are then used to validate a Polynomial 

Chaos method. The second part is a 3D case, the UAV, and forms the main goal of this 

work. The validated Polynomial Chaos method is applied on this 3D case. 

III. 2D CASE: MH60 

The Monte Carlo method exhibits proven convergence that is independent of the 

dimensionality of the problem. Because of this property, it is considered useful for 

constructing the baseline case, with which the Polynomial Chaos methods can be 

compared. A 2D MH60 airfoil is considered, with an uncertainty on the relative 

thickness. The single input uncertainty is propagated into three output quantities of 

interest: lift coefficient (CD), drag coefficient (CL) and moment coefficient (CM).  

The sampled points are used to validate a Polynomial Chaos method. The main idea 

on which Polynomial Chaos methods rely is the so-called Polynomial Chaos Expansion 

(PCE): an infinite sum of polynomials of random variables, multiplied by deterministic 

coefficients. Two approaches are reviewed to determine the aforementioned truncated 

sum, namely the Least Squares approach [2] and the quadrature approach [1]. 

   

Figure 1. Comparison between Monte Carlo method and Least Squares PC method, 5th order 

(left) and Gauss–Hermite quadrature PC method, 8th order (right) 

Figure 1 shows a comparison of output uncertainty, CM, for a 5th order Least Squares 

method and 8th order Gauss–Hermite method. These figures contribute to the conjecture 



COMUS17 -  Eccomas Thematic Conference -  COMPUTATIONAL MODELLING OF MULTI-UNCERTAINTY AND MULTI-
SCALE PROBLEMS 12 September – 14 September 2017, Porto, Portugal              

 

                                                                                                                  2                                                             

    

                                                                                                                                                                                         

Henri Dolfen, Jolan Wauters, Joris Degroote, Jan Vierendeels 

that the Gauss–Hermite method performs better. The Least Squares method shows a 

deviation from the simulation data when going to the more extreme values.  

IV. 3D CASE: UAV 

The two validated Polynomial Chaos methods are applied to the CFD model of the 

UAV. To have a moderate amount of calculations, it is chosen to only distinguish three 

input uncertainties: sweep angle, twist angle and shrink of chord, thickness and span. A 

probability density function (PDF) can then be premised for the input. A normal 

distribution of which the mean value is based on the comparison between a produced 

UAV and its mold is presumed for each parameter.  

Figure 2 shows the Polynomial Chaos coefficients for the lift force, represented as 

Lk. A drop of several orders of magnitude can be noticed, going to higher order terms. It 

is also clearly visible that the low order coefficients of both methods agree, while for 

higher order polynomials the Least Squares method predicts higher coefficients. 

It can also be seen from the first order coefficients, that the volumetric factor (chord, 

span, thickness) has a positive effect. This is reasonable: a larger wing should create 

more lift. The twist has a negative coefficient, with a higher magnitude than the 

volumetric factor. A decreased twist corresponds to a higher local angle of attack (AoA) 

and thus higher lift. The sweep has the least effect and possesses a negative coefficient 

as well. This means that decreasing the sweep increases the lift. This can be explained 

by a higher velocity component normal to the leading edge. 

            

Figure 2. Polynomial Chaos coefficients for the lift force from the Least Squares method, 4th 

order (left) and from the Gauss–Hermite quadrature method, 4th order (right) 

V. CONCLUSION 

The uncertainty in the flight behavior and performance of an unmanned aerial 

vehicle due to its production process has successfully been quantified in an efficient 

way through the working forces and moments. It is postulated that for this case, the 

Polynomial Chaos Gauss–Hermite method has more potential, coming at a slightly 

higher cost.  
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The immersed structural potential method (ISPM) has been used for the haemodynamic 
simulations [1] and presented in the ‘one-fluid’ framework [2,3,4]. The ISPM is semi-
implicit due to the implicit resolution of the incompressibility constraint. The most 
time-consuming part is the solution of the Poisson equation within each sub-iteration. 
Also, due to the explicit formulation of the structure Cauchy stresses, very small time 
stepping is required [2]. The efficiency of the methodology described above become 
even more important within the context of the three-dimensional simulations.  

Alternatively, a fully explicit algorithm by means of a pseudo-compressibility approach 
can be used for small density ratio problem, of particular interest in the field of 
biomechanics.  This work presents solving the ‘one-fluid’ fluid-structure interaction 
equations in pseudo-compressibility format and algorithm is implemented into the 
existing pseudo-compressible finite element fluid solver [5]. The fluid solver has been 
successfully solving over 1 billion unknowns on HPC. The proposed methodology is 
presented in a fully parallelised framework that allows for the simulation of large-scale 
three-dimensional haemodynamic problems. 

A brief outline of the fundamental equations governing the problem is illustrated here. 
Consider a general incompressible deformable structure domain 𝛺" and an 
incompressible viscous fluid domain 𝛺# in whole domain 𝛺, in such a way that 
following relationship is satisfied: 𝛺" ∪ 𝛺# = 𝛺;	𝛺" ∪ 𝛺# = ∅. With a standard non-slip 
condition on the interface, the FSI coupling the governing equation in ‘one-fluid’ 
formulation can be written as:  

𝜌
D𝒖
D𝑡

= 𝛁 ⋅ 𝝈0 + 𝜌𝒈 − 𝛁𝑝; 			𝛁 ⋅ 𝒖 = 𝟎 (1) 

where the density and deviatoric part of Cauchy stress is defined as 𝜌 = 𝜌#, 𝝈0 = 𝝈𝒇0   in 
fluid domain 𝛺#, and 𝜌 = 𝜌", 𝝈0 = 𝝈"0  in structure domain 𝛺". If we divided the linear 
momentum equation by 𝜌# and re-arranged the equation, we have 

D𝒖
D𝑡
−
1
𝜌#
𝛁 ⋅ 𝝈0 +

𝛁𝑝
𝜌#

= 𝒇 (2) 

where the volumetric force field 𝒇 = 𝒈 in fluid domain 𝛺# and 𝒇 = 1 − 9:
9;

D𝒖
D𝑡
+ 9:

9;
𝒈 

in solid domain 𝛺".  The pseudo-compressibility replace the divergence free constraint 
by adding a pseudo-time derivative of the pressure. The continuity equation 𝛁 ⋅ 𝒖 = 𝟎 is 
relaxed as 𝜕𝒕𝑝 = 𝜖?@𝛁 ⋅ 𝒖 where 𝜖?@ is the pseudo compressibility coefficient [5]. 
Following a standard variational formulation, with suitable functional spaces of test 
functions 𝒗, 𝑞 for both velocity field 𝒖 and pressure field 𝑝, we can write weak form as 
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𝜕C𝒖 ⋅ 𝒗dΩ + 𝒖 ⋅ 𝛁𝒖 ⋅ 𝒗dΩ +
𝝈0

𝜌#
: 𝛁𝒗dΩ −

𝑝
𝜌#
	𝛁 ⋅ 𝒗dΩ = 𝒇 ⋅ 𝒗dΩ 

𝜕C𝑝	𝑞	dΩ + 𝜖?@ 𝛁 ⋅ 𝒖	𝑞	dΩ = 0 

 

 

 

(3) 
 

 
(4) 

We have employed the Q1Q1 spatial discretisation for the numerical solution of the 
variational weak form. The stabilisation and discretisation techniques has been 
discussed in [5].  

The solid stress field 𝝈"0 	is derived from the stored energy functional and expressed as a 
function of deformation gradient 𝝈′ = 𝑓(𝑭).  In this work, we consider a neo-Hookean 
material model 𝝈0 = 𝑮𝐽?

O
P[𝑭𝑭R − @

S
tr(𝑭𝑭R)𝐈. In fact, the additional internal 

thermodynamic variables can also be used to further characterise the constitutive law of 
the structure (including plastic viscoelastic behaviour). Additional conservation of 
deformation gradient equation is solved as W𝑭

WC
= 𝛁𝒖𝑭. The introduction of geometric 

conservation laws has proven to be very efficient circumventing the drawbacks of 
traditional low order displacement based formulations [3]. The information of the 
deformation gradient are updates through immersed particles, in the same manner as 
ISPM, through the interpolation and spreading operator. 

Upon the use of a simple fixed point iterative scheme, the coupled FSI equations can be 
solved to advance from time step 𝑛 to 𝑛 + 1 in an iterative fashion to ensure the 
complete coupling of the fluid and solid. By computing a residual norm based upon the 
difference between the deviatoric Cauchy stress tensor 𝝈"	0 in two successive iterations 𝑘 
and 𝑘 + 1, a convergence criterion can be easilly estabilished.  With each sub-iteration, 
we solve the conservation of linear momentum equation, conservation of the 
deformation gradient, and the conservation of the mass, and the interface tracking 
problem.  

𝒖Z[@\[@ = 𝒖\ − 𝛥𝑡	RHS 𝒖\, 𝑝\, 𝝈"	0 (𝑭Z\[@)  conservation of linear momentum  (5) 
𝜕C𝑭Z[@\[@ = 𝛁𝒖Z[@\[@𝑭Z\[@ conservation of deformation 

gradient 
(6) 

𝑝Z[@\[@ = 𝑝\ − 𝛥𝑡	RHS 𝒖\  conservation of mass (7) 
D𝑿Z[@\[@/D𝑡 = 𝒖Z[@\[@ geometric tracking 

 
(8) 
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Failure analysis of composite materials, such as fiber-reinforced laminates, requires 
establishing a relevant connection between the macroscopic response behavior and the 
microscale fracture mechanisms of the material. The growth of cracks observable at 
larger length scales (i.e., macrocracks) is controlled by the distinct fracture mechanism 
that may be activated at the microscale, such as matrix cracking, fiber cracking, 
debonding or combinations thereof [1]. In turn, the nucleation and growth of 
microcracks depend on the applied loads, the microstructural characteristics (e.g., 
volume fractions), the fracture properties of the constituents and their bonding strength 
and adhesion fracture energy. 

A multiscale numerical homogenization framework based on a crack-averaged Hill-
Mandel condition is developed in order to establish the existence of a representative 
volume element in the presence of localized crack. Expressions for the effective crack 
opening and effective traction are established from this analysis, which includes the use 
of periodic boundary conditions for arbitrarily-oriented cracks and the notion of an 
effective crack that contains information about localization and is nominally 
independent of periodic replicas. 

An effective nucleation criterion and traction-separation relation (cohesive law) for 
fiber-reinforced composites is subsequently developed with the aim of incorporating 
microscopic fracture mechanisms under various mode mixity loading conditions in a 
unified, simple expression that is useful for analysis and design purposes. The relation is 
based on an extensive parametric study carried out to correlate the constituents’ fracture 
properties, their adhesion strength and microstructural characteristics to the macroscopic 
fracture properties (see Figure 1) 

 

Figure 1. Distinct load cases for a given microstructural configuration and material properties 
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In this approach, the computational effort is concentrated in an a-priori calibration of the 
macroscopic traction-separation relations for arbitrary loading conditions and for a wide 
range of combinations of material properties. These relations can subsequently be used 
in single-scale macroscopic simulations for general loading conditions and for 
composites of distinct characteristics, which is useful for design purposes. The overall 
computational gain is achieved by reducing the total number of microscale simulations 
since these are replaced by effective traction-separation relations. The procedure is a 
computationally-attractive alternative to fully-coupled multiscale simulations [2,3].  
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In the recent time an increased interest has been observed to the investigations of 

piezocomposite materials that exhibit very effective properties for many practical 

applications. Thus, new nanostructured piezocomposite materials have a range of 

important advantages, such as the possibilities of controllable variation of the functional 

characteristics within a wide range, the ultra-low mechanical quality factor, and the large 

electromechanical anisotropy.  

The first part of our research concerns direct finite element modeling of piezoelectric 

mixture two-phase composites. The proposed technique is based on the models of micro- 

and nanoscale materials with surface effects, the effective moduli method, modeling of 

representative volumes and the use of finite element technology [1]. As particular case 

we investigate the porous piezoceramic materials. For these materials we use the special 

models of representative volume of porous material with different types of connectivity, 

take into account for the heterogeneity of piezoceramic polarization near the pores [2-5] 

and surface effects on the boundaries of nanosized pores. Here, we apply the generalized 

Gurtin-Murdoch model of surface effects with special conditions for stresses and electric 

flux discontinuities at the borders between piezoelectric material and pores [6, 7].  

In second part to increase the efficiency of electro-mechanical transformation it is 

proposed to use the circular transducer from nanostructured porous piezoceramics in 

which one of its end surfaces has a plano-concave shape. We suppose that this transducer 

will have greater flexibility for bending deformation and, as a consequence, will have 

large effective piezomoduli.  

In the computational experiments the plane-concave transducers with electrode face 

plates made from nanostructured porous piezoceramics PCR-1 have been examined. The 

effective thickness piezomodule d33 was obtained in quasi-static tests with a force F 

applied at the center of the top plane surface. The transducer was placed on the 

foundation, leaning on the flat part of its bottom end surface of the plano-concave form. 

Under the action of the force F the transducer was deformed, and due to the piezoelectric 

effect the electric charges Q have appeared on the electrodes. The effective thickness 

piezomodule was defined as the ratio of the induced charge to the applied force: 

(d33)
eff=Q/F. 

For the proposed plano-concave disk circular transducer we were carried out the finite 

element modeling using ANSYS. We have built solid and finite element models of the 
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considered transducer in the axisymmetric statement. Developed programs allowed to 

calculate the effective thickness piezomoduli for different geometrical and physico-

mechanical input data and for different size of porosity under static and harmonic 

analyses. As it was found, the appropriate selection of the quasi-static values of the 

transducer quality factor is very important for correlation between calculating and 

experimental results for low-frequency vibrations. 

Since the experimental and computation results have shown a good agreement for the test 

samples, that it allows to predict the effective properties of a plano-concave transducer 

for various input data by using the appropriate computer calculations. Naturally, the 

effective piezoelectric moduli increase with decreasing of disk height and with increasing 

of concavity radius. So, for the certain input data we have obtained an increase of the 

effective thickness piezomodule compared with the piezomodule of dense material a 

hundreds time, that it opens up the various possibilities of using the new circular 

piezoelectric transducer for different applications. 

The reported study was funded by RFBR according to the research project 16-01-00785. 
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In specific fields of research such as preservation of historical structures, medical 

imaging, material science, geophysics and others, it is of particular interest to perform 

only a non-intrusive boundary measurement. The idea is to obtain a comprehensive 

information about the material properties inside the domain under consideration while 

maintaining the test sample intact. This contribution is focused on such problems i.e. 

synthesizing a physical model of interest with a boundary inverse techniques. The 

forward model is represented by diffusion based models with Finite Element (FE) 

discretisation and the parameters are subsequently recovered using a modified Calderón 

problem principles which is numerically solved by a regularised Gauss-Newton method. 

We provide a basic framework, implementation details and modification of general 

constrains originally derived for a standard setup of Calderón problem. The proposed 

model setup was numerically verified for various domains, load conditions and material 

field distributions. Both steady-state and time dependent cases are studied. 
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In this work, we propose a model described by a system of stochastic differential 

equations of the reaction-diffusion-chemotaxis type that describes the spread and 

interaction between wild and transgenic mosquitoes, where the transgenic population has 

a reduced CO_2 detection capacity, which makes it difficult to blood orientation and 

therefore reduces the bitting rate on humans.  In this approach, the underlying random 

fields, such as diffusion coefficient, are modeled as second-order stochastic processes and 

are expanded using Karhunen-Loève expansion on Monte Carlo method. For this 

purpose, the model was solved numerically using the sequential operator splitting 

technique, with the reactive part of the system solved by the fourth-order Runge-Kutta 

and the diffusive-chemotaxis part by the Crank-Nicolson method.  The numerical 

simulations obtained attest to the consistency of the model with the assumptions adopted. 
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Recent developments in the field of uncertainty quantification open more possibilities to 

simulate the nonlinear systems with uncertain input parameters. Nowadays, they also 

allow for determination of relevant input uncertainties through inverse analysis of noisy 

data. As a next step in terms of computational complexity come problems belonging to 

the field of optimisation under uncertainty.Their complexity arises generally from 

exhaustive probabilistic computations (simulation of a system or inverse analysis) which 

need to be performed repeatedly within complex optimisation process. One example of 

such a complex problem is design of robust and optimal experiments taking into account 

uncertainties in input parameters (noise variables). 

In our contribution we concentrate on the design of experiment problem described in 

Ruffio et al. [1]. The aim of the experiment modelled on 2D squared domain is to provide 

the most precise information about thermophysical material properties: volumetric 

thermal capacity and the conductivities in the two principal directions, while considering 

uncertainties a) in the constant heat flux prescribed on two edges, b) in the position of 

three measuring sensors and c) in the values of temperature measured in 60 time steps. 

Considering such noise variables and linear non-stationary model of heat transfer, the 

corresponding inverse analysis cannot be solved analytically due to the nonlinear 

relationship between measured values of temperature on one side and identified material 

properties or noise variables on the other side.  

Assuming one realisation of such an experiment, where material properties attained some 

fixed albeit unknown value, probably the most general solution of the probabilistic 

inverse analysis covers repeated deterministic solution of least square problem for Monte 

Carlo sampling of noise variables. As a result one obtains the sampled distribution of 

material parameter estimates. Within the process of experiment design, the goal is often 

to minimise the variance of this estimated distribution. The process of design optimisation 

thus requires repeated solution probabilistic inverse analysis for any change of design 

variables. When the optimality criterion based on estimated variances is complex function 

as in our case, some robust optimisation algorithm (e.g. some evolutionary algorithm) is 

needed and probabilistic solution of underlying inverse analysis has to be performed in 

thousands or millions of repetitions. Moreover, if the experiment design is supposed to 

be not only optimal, but also robust, it has to consider that unknown identified material 

parameters may attain any value from some interval or prior distribution. The 

probabilistic solution of inverse analysis thus has to be performed not only once at each 

iteration of optimisation algorithm but for instance several times for some sampled values 

of material parameters. 
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In order to overcome the described computational complexity, Ruffio et al. [1] propose a 

solution based on linearisation of the model. It allows to replace the probabilistic solution 

of inverse analysis by a fast analytical solution providing an explicit formula for 

computing covariance matrix of material parameter estimates. The robustness of the 

design is then provided by evaluating the analytical solution for a set of samples of 

material properties and optimisation is governed by evolutionary algorithm. However, in 

Jarušková and Kučerová [2] it is demonstrated that the employed linearisation of the 

model significantly distorts the result of the probabilistic inverse analysis.  

In our contribution we replace the linearisation by a higher order polynomial 

approximation of the model response in order to reduce the approximation error. Such an 

approximation unfortunately does not provide an analytical solution of the probabilistic 

inverse analysis. Nevertheless, it provides an analytical formulation of Sobol indices 

expressing the global sensitivity of model response to identified material properties as 

well as to noise variables [3]. The traditional optimality criterion based on covariance 

matrix of material parameter estimates is here replaced by analogue criterion based on 

global sensitivity matrix. The method can be thus viewed as heuristic, because the 

optimality in terms of sensitivity does not guarantee optimality w.r.t. estimated variance. 

Nevertheless, we demonstrate that the proposed approach provides better experiment 

designs than the method based on linearisation on the described example. Moreover, 

global sensitivity indices already include the information about the feasible interval or 

prior distribution of identified material properties and thus the criterion is robust and does 

not need any further sampling in the space of identified quantities. Therefore, the 

proposed method allows for better handling of model nonlinearity and design robustness 

at the price of heuristic optimality criterion based on global sensitivity. 

The financial support of the Czech Science Foundation, project No. 15-07299S, is 

gratefully acknowledged. 

 

References 

[1]  Ruffio, E. and D. Saury and D. Petit. Robust experiment design for the estimation of 

thermophysical parameters using stochastic algorithms. International Journal of Heat and 

Mass Transfer, 55(11-12):2901–2915, 2012. 

[2]  Jarušková, D. and A. Kučerová: Estimation of thermophysical parameters revisited from the 

point of view of nonlinear regression with random parameters. International Journal of Heat 

and Mass Transfer, 106, 135-141, 2017. 
[3]  Blatman, G and Sudret, B. Efficient computation of global sensitivity indices using sparse 

polynomial chaos expansions. Reliability Engineering and System Safety, 95(11):1216–

1229, 2010. 

http://dx.doi.org/10.1016/j.ijheatmasstransfer.2016.10.044
http://dx.doi.org/10.1016/j.ijheatmasstransfer.2016.10.044
http://dx.doi.org/10.1016/j.ijheatmasstransfer.2016.10.044


COMUS17 -  Eccomas Thematic Conference -  COMPUTATIONAL MODELLING OF MULTI-UNCERTAINTY AND MULTI-
SCALE PROBLEMS 12 September – 14 September 2017, Porto, Portugal              

 

                                                                                                                  1                                                             

    

                                                                                                                                                                                         

Presenting Author, Second Author, Third Author 

 

DIGITAL ROCK PHYSICS: SEGMENTATION COMPARISON 

FOR A CARBONATE ROCK 
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Abstract Conventional rock physics analyses are crucial in the field of oil and gas as they allow 

for the characterization and management of reservoir production. Digital Rock Physics (DRP) is 

an emerging field that helps determine rock properties from images. The main workflow of DRP 

involves three steps; image acquisition, image segmentation and numerical computation. In this 

work, a systematic study was conducted where different segmentation techniques were applied to 

determine their effect on porosity and permeability values of a carbonate rock sample.  

Keywords-Digital Rock Physics; Image Segmentation; Carbonates 

 

I. INTRODUCTION: Digital Rock Physics (DRP) [1]–[5] combines the recent advances 

in imaging technology with numerical simulations to digitally determine properties 

quickly without risking damage to the core plug.  

The main workflow of DRP involves three steps; image acquisition, image segmentation 

and numerical computations[6], [7].  Image acquisition can be done via any of the 

available imaging technologies such as X-ray computed tomography (XCT) that allow 

for the non-invasive imaging of the core plug to resolutions down to the micron range[8]. 

Image segmentation is the separation of the image into discrete phases – usually the pore 

space as well as one or more solid phase depending on the type of mineralogy of the 

sample. The segmentation stage is crucial for DRP as it could alter the results of numerical 

simulations. In this work, a systematic study was conducted where different segmentation 

techniques were applied to determine their effect on porosity and permeability values.  

 

II. METHODOLOGY: Images of a carbonate rock were acquired from a 0.5 inch 

diameter cylindrical core sample at a resolution of 13.24 micrometer using a micro-CT. 

Even though the image dataset acquired was of the size of 1004x1024x1995voxels, for 

the purpose of this study, a cubic subvolume of size 3003 voxel was extracted. Following 

that, five segmentation algorithms were studied;  

1. Global thresholding. In this method, two threshold values were selected to denote the 

minimum and maximum pore space that could be determined visually.  

2. Otsu’s algorithm [9], which is an automated global thresholding algorithm that 

minimizes the weighted sum of variances of the two classes (background and object). 

3. K-means algorithm [10] that defines clusters based on the peaks of the histogram of 

the image and then to partition the data points in such a way that minimizes the sum of 

the squared distance to the center of the cluster[10]. 

4. Watershed segmentation as run on Avizo [11].   

5. Watershed segmentation with top hat.   
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Figure 1. [From left to right] (a) Original 

Image (b) Minimum thresholding (c) Maximum thresholding  (d) Watershed (e) Watershed and 

Tophat (f) Otsu (g) K-means  

 

III. RESULTS: As shown in the table of figure 1, segmentation results show that the 

total porosity, effective porosity and permeability can vary greatly depending on the 

segmentation type used. While Otsu’s algorithm gave similar results to the manually 

selected thresholding technique on the high side, the rest fell into two extremes; with k-

means, manual (low) threshold and watershed on the lower end, and watershed with top 

hat on the upper end. The range of permeability spans from “no connectivity” to a 1.71 

Darcy permeability.  

IV. CONCLUSIONS 

As can be seen from the results of this study, the choice of segmentation technique is 

important in determining the properties of rocks using Digital Rock Physics tools. That 

is why it is recommended that protocols using Digital Rock Physics are run alongside 

experiments for validation.  
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Abstract: In current methods for seismic stability analysis of rock slopes, the time-

frequency-amplitude characteristics of the earthquake waves are not considered. A time-

frequency solution for calculating the seismic safety factor of rock slopes is derived in 

this paper. The Hilbert-Huang transform (HHT) signal processing technique is adopted 

to identify the time-frequency-amplitude characteristics of the earthquake waves in the 

time-frequency domain. Then a time-frequency method for computing instantaneous 

seismic safety factor of rock slopes considering the time-frequency-amplitude 

characteristics of the earthquake waves simultaneously, is proposed. Shaking table test 

examples are conducted to illustrate the application of the proposed time-frequency 

analysis method. The instantaneous seismic safety factors of typical bedding and counter-

bedding rock slopes are calculated based on the time-frequency analysis method proposed 

in this research.  

Keywords: Time-frequency analysis; seismic response; slope stability; HHT; rock slope; 

shaking table test. 
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We present a comprehensive approach for reverse mapping of complex polymer systems 

in which the connectivity is created by the simulation of chemical reactions at the coarse-

grained scale. Within the work, we use a recently developed generic adaptive reverse 

mapping procedure[1], that we adapt to handle the varying connectivity structure 

resulting from the chemical reactions. As the examples, we apply the method to reverse 

map four different systems: a three-component epoxy network, a trimethylol melamine 

network, a hyperbranched polymer and polyethylene terephthalate systems.  We validate 

the fine-grained structure by comparing the radial distribution functions with respect to 

the control parameter. Moreover, in the case of epoxy network and melamine, we also 

perform tensile-test experiment and examine the resulting Young's modulus. In all cases, 

we show how the properties of the reverse mapped systems  depend on the control 

parameters. In general, we see that the results are relatively insensitive to the control 

parameter and the resulting atomistic systems are stable. 
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Abstract 

Over recent years, the modeling of heterogenous multi-phase materials has been a topic 

of extensive research and increasing interest by the scientific community. Among other 

approaches, computational homogenization-based multi-scale modeling has emerged as 

an effective way to relate the macroscopic behaviour of materials with their underlying 

heterogeneous microstructure by continuous interchange of information between scales. 

Under the key assumption of the principle of separation of scales, the hierarchically 

coupled multi-scale finite element method is based on the nested solution of two coupled 

boundary value problems: (i) at the macroscale, where the material’s macroscopic 

response is sought, and (ii) at the microscale, where computations are conducted over 

representative volume elements in order to account for microstructural phenomena in the 

macroscopic response, through an homogenization procedure. 

Ductile fracture by void nucleation, growth and coalescence is one of the main failure 

mechanisms of structural metallic alloys. Although this subject has received attention for 

more than 50 years, striving for the development of better alloys and for more reliable 

damage models is continuously bringing up new challenges. In fact, since the pioneering 

micromechanical void growth model proposed by Gurson [1], several continuum damage 

models, either micromechanicaly or phenomenologicaly based, were developed, 

accounting for increasingly complex aspects, namely void geometry evolution, plastic 

anisotropy and stress state dependence. Due to the direct link between scales, 

computational homogenization-based multi-scale modeling has  the potential to become 

assess, develop and optimize continuum damage models. 

In the present contribution, a first order homogenization-based multi-scale model [2,3] is 

employed to critically assess the predictive ability of the widely known Gurson’s void 

growth model [1]. To this end, simulations of three-dimensional specimens, under low 

and high (positive) stress triaxiality regimes, are conducted with both models, and the 

results obtained at the macro and at the microscale are compared. In what concerns the 

multi-scale model, the appropriate modeling of representative volume elements, with 

single and multiple voids, allows a clear insight of the damage evolution in the material 

microstructure over monotonic deformation paths. 
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Multiphase alloys, such as TRIP (transformation induced plasticity) and dual-phase 

steels, enjoy considerable technological importance. These materials have favourable 

mechanical properties such as a combination of high yield strength and elongation at 

failure. The computational modelling of their constitutive behaviour poses a number of 

challenges stemming from complex interactions between multiple deformation 

mechanisms in the microscopic scale, such as plastic slip and martensitic phase 

transformations. 

Over the last decades, a variety of phenomenological and micromechanical constitutive 

models have been proposed in the literature, accounting for the major features of their 

macroscopic behaviour (for instance, [1, 2]). Nevertheless, these usually involve a large 

number of material parameters that require experimental calibration, limiting their 

predictiveness and generalisability. In this context, multi-scale models are a natural fit 

due to their ability to both capture the fine-scale crystalline features and connect them to 

the macroscopic, engineering scale. The overall material behaviour can thus be directly 

obtained from modelling the multiple constituent phases – namely, slip in FCC or BCC 

lattices, for the ferrite, martensite and stable austenite phases, and FCC-to-BCC phase 

transformations, for the meta-stable austenite crystallites. 

For slip plasticity, robust algorithms are required to handle the non-smooth yield 

functions and the determination of an active system set under general loading scenarios. 

Moreover, the presence of linearly dependent systems can result in non-unique solutions 

for the plastic multipliers. The frequently employed rate-dependent regularisations [3] 

circumvent these difficulties but make the resulting equations extremely stiff in the limit 

of vanishing rate-sensitivity parameters, leading to convergence issues in the stress 

integration algorithm. Here, a fully implicit rate-independent formulation, using the 

volume-preserving exponential map [4] and strategies such as sub-stepping and an active 

system selection procedure based on [5–7], is employed. 

Additionally, the effect of mechanically-induced martensitic transformations is 

introduced using a recently proposed generalisation of Patel and Cohen’s [8] energy-

based criterion. The resulting model also includes coupling effects with the evolution of 

austenite slip activity, bearing many similarities with the aforementioned crystal plasticity 

models. Thus, analogous computational difficulties arise and are tackled similarly. 

As previously discussed, the macroscopic behaviour of multi-phase crystalline materials 

is intrinsically related to their complex microstructure. In order to study that connection, 

the above material models are incorporated into a large strains fully implicit, RVE- based 
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multi-scale finite element code. Both RVE homogenisation and fully coupled (FE2) 

analyses are performed to study the influence of microstructural parameters on 

the resulting behaviour for materials of interest for which experimental data is available, 

such as metastable austenitic stainless steels and TRIP steels. 
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One of the main problems of the composite materials reinforced with continuous fibres 

(carbon or glass) is the low value of the failure strain and the fragile fracture behaviour. 

Composite materials can be hybridised to have a pseudo-ductile behaviour. The hybrid 

composite material here considered is a composite material reinforced with continuous 

fibres of different diameters and/or material properties. This work deals with the 

integration of the micro scale model into the meso scale one. A numerical micro scale 

model of the tensile fracture in the fibre direction based on the Spring Element Model 

(SEM) is presented [1]. The SEM is an efficient computational approach to simulate 

tensile failure of unidirectional composites. The model originally was based on the 

assembly of periodic packages of fibre and matrix spring elements. Later, an extension to 

consider random distribution of fibres and hybrid composites was proposed [2] . The SEM 

consists of longitudinal spring elements, which represent the fibres, connected by 

transverse spring elements representing the matrix. The matrix contribution in the fibre 

direction is disregarded, which is a commonly accepted hypothesis for UD polymer 

composites. Therefore, only the matrix shear contribution in the tensile failure process is 

represented through shear transverse elements. In the proposed approach, the composite 

is modelled thanks to truss and membrane elements at the meso scale level [3] . Moreover, 

the truss element behaviour is obtained through the proposed micro scale model. In 

addition, the membrane element takes in consideration the important behaviour, e.g. 

shear, that the multiscale element truss are not able to consider. Finally, the presented 

multiscale formulation is used to model the fracture behaviour of the composite materials 

at the structure level. 
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Abstract: Nowadays, uncertainty propagation in complex engineering is intrinsic to 

physical processes and simulation methods. The epistemic uncertainty (lack of 

knowledge) alongside aleatory uncertainty (natural variability), which are represented 

the major sources of uncertainty in the input variables, are included in this paper. The 

mix of these two sources of uncertainties is often referred to as imprecise probabilities. 

These uncertainties of the input variables are modelled by fuzzy random variables for 

estimating the bounds on the reliability of structural systems. Due to the complexity of 

the computer simulations by using fuzzy random variables, the meta-models are used 

throughout this paper. Sparse polynomial chaos expansions or Kriging meta-model is 

used to surrogate the exact computational model and, hence, to facilitate the uncertainty 

quantification analysis. The accuracy and efficiency of the proposed method are 

demonstrated through several numerical examples. In addition the comparison between 

the two meta-models are also given. The results show that the meta-model approaches 

give an accurate estimation for the membership function of the failure probability by 

using a small number of evaluations of the exact computational model. 

Keywords: structure reliability, fuzzy random variable, polynomial chaos expansion, 

Kriging, meta-model.  

1. Introduction 

Although many sources of uncertainty may exist, they may be classified into two major 

groups, aleatory and epistemic. The aleatory uncertainty refers to the inherent 

uncertainty due to probabilistic variability and usually is modelled by random variables. 

While the epistemic uncertainty is caused by the lack of knowledge. The modelling of 

the epistemic uncertainty still represents a challenging topic [1]. The best solution to 

include the epistemic uncertainty is by using the fuzzy set theory. In this paper, 

incomplete knowledge about the distribution parameters is modelled using fuzzy 

random variables. Therefore, the reliability assessment is also expressed in terms of 

fuzzy numbers. In the literature there are several methods to solve the fuzzy reliability 

system. The  -cut approach [2] is one of the most commonly used approaches to 

estimate the fuzziness in the systems. A variety of methods can used to obtain the 

bounds of the failure probability for each  -cut. One of these methods proposed to use 

the search algorithm [3] combined with MCS to determine the bounds of the response.  

However, all these methods are involved with MCS, which lead to time consuming. In 

order to reduce the computational costs and to make uncertainty quantification analyses 

tractable, this paper is providing two surrogate models. The first one is non-intrusive 

sparse polynomial chaos and the second one is Kriging meta-model.  
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2. Meta-model of systems with fuzzy random variables  
Operationally, a fuzzy random variable is a random variable taking fuzzy values. A 

fuzzy variable is represented as a set of interval variables via the membership function. 

Considering the probability space ),(  , a membership function  1,0)(~ 
A

 

indicates the degree of possibility that an elementary event   belongs to a set A
~

. In 

other words, it can be interpreted as a distribution of uncertainty. So, any fuzzy set can 

be expressed by a set of pairs as follow: 

 }1,0)(;))(,{(
~

~~  xxxxA
AA

                                           (1) 

A fuzzy realization is assigned to each event   in  , see Fig.(1). The bounds of failure 

probability at each  -cut can be evaluated by using PCE or Kriging mehods, see Fig. (2). 

The main features of the meta-model algorithms corresponding to type of the fuzzy 

random variable are shown in Table (1). Due to the restriction in abstract length, more 

results will be presented in the conference. 

 
Fig.(1) Membership function for fuzzy Rv. 

 
   Fig.(2) Membership function for failure probability. 

 

Table 1. Comparison between the fuzzy meta-model methods 

  Non-Parametric Fuzzy  Parametric Fuzzy 

P
C

E
 

Input  
XX F  ,F :(upper and lower CDF) PD  F ρρxX ),(  

Meta-model )(),(),( UUX G  G  G : limit state fun. )()( VaugG  

Dimensionality M UX  PPXV  M  

K
ri

g
in

g
 Input  

XX F  ,F  PD  F ρρxX ),(  

Meta-model )(),(),( UUX G  G  G  )()( xKrigingG  

Dimensionality M UX  M  XP ,  
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It is well known that the randomness exists everywhere. When people do the numericial 

simulations, the critial thing is to make the simulations as close as possible to the reality 

so as to get the most accurate results. To this end, the randomness should be taken into 

consideration, and this is also exactly what more and more researchers and scientists did. 

In nature, it is impossible to find out two material samples with the same microstructure, 

even they all belong to the same type of material. Thus, for the calculations (or the 

predictions) of the equivalent macroscopic properties of materials, or the studies of 

mechanical responses of materials, the large amount of the numerical samples with 

random microstructures is required.  

The most challenging problem about microstructure reconstruction is how to efficiently 

achieve a realistic three-dimensional computational model with a highly accurate 

representation of the random heterogeneous material. The three-dimensional 

microstructure of media can be directly reconstructed by using a large number of 

sectioning and imaging, but these 3D imaging techniques are often costing and have 

restrictions in sample size and shape. Therefore, based on the statistical information 

obtained from several two-dimensional slices (thin sections) of a random medium or 

experimental images, it is desirable to reconstruct the full three-dimensional medium that 

matches the statistical information of the original microstructure, enabling computational 

and theoretical prediction of the macroscale properties (e.g., permeability, conductivity 

and elastic moduli). This kind of technique can also be used to efficiently generate a large 

amount of equivalent two-dimensional microstructures based on several (or even one) 

reference two-dimensional sample(s), or efficiently generate two-dimensional 

microstructures of any size or boundary shape. 

If we need to deduce the statistical information from the scanning image of the reference 

sample, the scanning images still need to be processed further. For most of statistical 

reconstruction algorithms, all types of random media should be represented as n-phase 

media, which can be described by the corresponding indicator function  𝐼(𝒙), ∀x ∈ D, D 

is the spatial domain of the sample, that is, 

 𝐼(𝒙) = {

0,                𝒙 ∈ 𝒱1

1,                𝒙 ∈ 𝒱2…                …         

𝑛 − 1,       𝒙 ∈ 𝒱𝑛

 (1) 

where 𝒱𝑖 is the region occupied by phase i(i=1,2,…,n). 

In this work, a comprehensive comparison study of the statistical reconstruction 

algorithms is done. All commonly used statistical reconstruction algorithms are 

implemented, and classified into several groups based on four aspects, i.e. the type of 
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preserved statistical information, the source of preserved statistical information, the 

processing scope and the phase number. The performances of these statistical 

reconstruction algorithms are then compared by using four types of cases, which are two-

dimensional two-phase media reconstructions, three-dimensional two-phase media 

reconstrucitons, two-dimensional multi-phase media reconstructions and three-

dimensional multi-phase media reconstrucitons. Moreover, three factors are discussed for 

the performance analysis of these reconstruction algorithms, which are accuracy, 

efficiency and applicability. Some of the results are shown below, 

 

 

 

Figure 1. Image size 100*100*100 pixels, (a) the 

reference sample; (b-j) the reconstructions via 

SA, DT, NGT, CC, MCMC, PR, SRM, SIS and 

MB respectively, and the corresponding CPU 

times are 40368s, 0.19s, 2.22s, 159.81s, 4373.96s, 

64.65s, 1361.72s,  60071s and 111s respectively. 

 Figure 2. Accuracy analysis for the cases in Figure 

1 
In Fig. 1, the reference sample in (a) is reproduced by using different algorithms. The 

CPU times for these involved algorithms are listed as well. In Figure 2, the accuracies of 

these realizations are compared by using two-point correlation functions (Fig.2.a1), two-

point cluster correlation functions (Fig.2.a2) and lineal-path functions (Fig.2.a3). Due to 

the restriction in abstract length, more results will be presented in the conference. 
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(a1) (b1) 

 

 

(a2) (b2) 

 

 

(a3) (b3) 

Figure 2. Accuracy analysis in Figure 1 , (a1) Two-point correlation functions S2 (r); ( a2) Two-point cluster 

correlation functions C2(r); ( a3) Lineal-path functions L(r) ; (b1) The sum of squared residuals about the two -

point correlation functions; (b2) The sum of squared residuals about the two -point cluster correlation functions ; 

(b3) The sum of squared residuals about the lineal-path functions 
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Figure 1. Comparison 8, image size 100*100*100 pixels, (a) the reference sample of material 8; (b) the reconstruction 

via SA, CPU time: 40368s; (c) the reconstruction via DT, CPU time: 0. 19s; (d) the reconstruction via NGT, CPU time: 

2.22s; (e) the reconstruction via CC, CPU time: 159.81s; (f) the reconstruction via MCMC, CPU time: 4373.96s; (g) the 

reconstruction via PR, CPU time: 64.65s; (h) the reconstruction via SRM, CPU time: 1361.72s; (i) the reconstruction 

via SIS, CPU time: 60071s; (j) the reconstruction via MB, CPU time: 111s. 
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In practical engineering problems, it is somehow inevitable that uncertainties may
involved in during the service lifetime of a structure. Therefore, accurate approaches to
assess the uncertainties present in engineering systems, i.e. load conditions, material
properties, structural dimensions and environmental factors, are required in the process
of structural design and analysis, and thus has led to the development of numerous
uncertainty quantification methods. Uncertainty quantification pursues many general
objectives connected to quantify the effects of the uncertain input parameters of a model
on its outputs. As one of the classical methods of uncertainty quantification using the
probability theory, a fundamental problem in structural reliability analysis is the
evaluation of failure probability of a structural system under a specific threshold, which
can be formulated as a multidimensional integral:

(X) 0
Prob[g(X) 0] ( )Xf g

P f x dX


    (1)

where  1 2, , , T
nX X X X  is a n-dimensional random vector represents uncertain

quantities; fP is the failure probability;  g X is the performance function defined such
that   0g X  denotes the failure domain and   0g X  the safe domain, the boundary
between safe and failure domain is known as the limit state surface, i.e.   0g X  ; ( )Xf x is
the joint probability density function (PDF) of the random vector X .

Although the definition and formulation of structural reliability as shown in Eq. (1) is
quite simple, the exact evaluation by direct integration is often intractable if not
impossible because the dimension of the integral is usually high,  g X is of complicated
shape and sometimes even expressed implicitly. These difficulties has led to the
development of various reliability approximation methods, such as first-order reliability
method (FORM) , second-order reliability method (SORM), Monte Carlo simulation
(MCS), importance sampling methods, directional simulation methods and others [1-3].
It is quite often that most of the aforementioned methods are originally developed on
the assumption that all random variables involved are normally distributed. When it
comes to non-normal random variables, normal transformation techniques are usually
applied, among which Rosenblatt transformation, Nataf transformation and polynomial
transformation are some of the well known techniques. Of interested here in this study
is the polynomial transformation method, where the second-order and third-order
polynomial normal transformation functions are commonly used and can be
respectively formulated as [4-5]:

2
1 2 3sx a a u a u   (2)

2 3
1 2 3 4sx a a u a u a u    (3)
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where sx is the original standardized non-normal random variable, u is the standard
normal random variable, and 0 1 2 3, , ,a a a a are the deterministic polynomial coefficients to
be determined. Four different methods to determine the polynomial coefficients are
investigated by Chen [6].

Herein the present study, several methods for structural reliability analysis are proposed
based on the polynomial normal transformation function. A third-moment reliability
index is derived from the inverse transformation of Eq. (2) and thus a new second-order
third-moment reliability analysis method is developed by incorporating the first three
statistical moments of the parabolic approximation of performance function. Some of
the numerical comparison results are illustrated in Fig. 1 and Table. 1.

Table 1. Comparison results for example 2

Figure 1. Comparison results for example 1

Moreover, the existing third-order polynomial normal transformation function
expressed in Eq. (3) is only feasible for independent random variables, it is further
extended to deal with problems involving correlated random variables. Through this
procedure, the normal transformation can be accomplished using only the first four
statistical moments of the correlated random variables, without needing to know the
probability density function as required in Rosenblatt transformation and Nataf
transformation. It is in this regard that the presented technique is especially attractive
when only samples of the random variables are available. More details regarding the
accuracy and applicability of the proposed approaches will be given in the presentation.
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